
i I

MhJMORANDUM I
JANUARY 1908

AN ITRODUCTION TO

'* EQUIPMENT COST ESTIMATING

'.J. Large

PRXPAI:) FOR

OFFICE OF TIE ASSISTANT SECRETARY OF DEFENSE
(SYSTEMS ANALYSIS)

flHlDe tm____
SANT7A MONICA CA W, fi A

L i A P N • s '

m m mm mm m m m m m *m .l - l m m m



MEMORANDUM

RM-5470-SA
JANUARY 1966

AN INTRODUCTION TO

EQUIPMENT COST ESTIMATING

J. P. Large

This research is supported by the Department of Defense, under
Contract DAHCI5 67 C 0150, monitored by the Assistant Secretary
of Defense (Systems Analysis). RAND Memoranda are subject to
critical review procedures at the research department and cor-
porate levels. Views and conclusions expressed herein are
nevertheless the primary responsibility of the author, and
should not be interpreted as representing the official. opinion
or policy of SA or of The RAND Corporation.

I)IST"I rIhui f1 I). dN STAT E .EilNI rn.%T
IDW rihbutioll f illi docutlin ilt i..1111i riwtd.



PREFACE

In February 1967 RAND was commissioned by the Office of the Assist-

,m,t .',cr.tary of Defense (Systems Analysis) to prepare a text on thu

geotoral j;ubject -C ts"mating procedures. This metr andwn" dealing

with fundamentals of cost analysis constitutes the introductory portion

of sich a text. The complete report will present and illustrate methods

and techniques fur estimating aircraft and missile costs, a chapter on

operatin,; costs, and a discussion of cost models in addition to the wa-

terial presented here.. While the emphasis is to be on aircraft and mis-

siles, the techniqLes illustrated are applicable to all types of major

equipment; and It is hoped that the text will be us-eful throughout the

Departm.ent of Defense.
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SI"hIARY

Tht' b menorandum d1isvi ses the fundmnen'al problems oI estimating

ma itr eqIlI i 1ment ( I.N1 t an r ti vv h- th- t flir riany purpsis ,pir cuI.I r I-

for govurnment cost ana i ysts, a stat ist ical apnroach is the most suit-

abIc. The kind of data requi rvd and the .-,Idjkjstments needed to make the

data useful are discussed in some detail, The ise of regression analv-

sis in deriving cost-estifatlng rtlationships is described, but it is

emphasized that unquestioning ise of estimating relationships obtained

in this manner can resuIt in serious errors, The concepts underlying

thN cost-quantity relationship generally known as the learning curve

are presented along with instructions for its use. Finally, the prob-

lem of uncertainty in cost estimating is discussed and a few suggestions

for dealing with the problem are included.
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I. COST ESTIMATTNG METHODS

A cost estimate is a Judgment or opinion regarding the cost of an

nhfrct, commodity, or service. This Judgient or opinion may be orrived

at forally or Infrcrmzlly by a variety of methods, alL of wtiich are

based on the assumption that experience is a reliable guide to the
future. in some cases the guidance is clear and unequivocal, e.g,:

banatias cost $.15/lb last week; one estimates they will cost about

$.15ilb next week, barring unforeseen circumstances such as a freeze

in Guatemala. At a slightly more sophisticated level average LOStS

it ilculated and used as factors to estimate the cost to excavate

a cubic yard of earth, to fly an airplane for an hour, to drive an

automobile a mile, etc. Much, perhaps most, estimating is of this

general type, that is, where the relationship between past experience

and future application is fairly direct and obvious.

The more interesting problems, however, are those where this re-

lationship is unclear because the proposed item is different in some

significant way from its predecessors. The challenge to cost analysts

concerned with military hardware is to project from the known to the

unknown, to use experience on existing equipment to predict the cost

of next-generation missiles, aircraft and space vehicles. The challenge

is nat only in new equipment designs, since new materials, new produc-

--tion processes, and new contracting procedures also add to the uncer-

tainty. Such innovations are frequently accompanied by an anticipation

of cost-reduction, and these expectations have to be carefully evaluated.

The techniques used for estimating hardware costs range from in-

tuition at one extreme to a detailed application of labor and material

cost standards at the other. The Air Force Cost Estimating Manual

(AFSC Manual 173-1) lists five basic estimating methods--industri3A

engineering standards; rates, factors and catalog prices; estimating

relationships; specific analogies; and expert opinion. Other sources

put the number at two (synthesis and analysis), three (round-table

estimating, estimating by comparison, and detailed estimating) or four

al .i -w m m . " lm Z ' c:, ... o: '. ... --I .... I
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(analytical appraisal, comparative analysis, statistical, and standards).

Tn thiL hapter we shall not attempt to be comprehensive but will limit

our discussion to three techniques--the industrial engineering approach,

analogy, and the statistical approach--and it is the latter that we will

be primarily concerned with throughout the remainder of the book,

Estimating by industrial engineering procedures can be broadly

defined as an examination of separate segments of work at a low level

of detail and a synthesis of the many detailed estimates into a total.

In the statistical approach, estimating relationships using explanatory

variables such as weight, speed, power, frequency and thrust are relied

upon to predict cost at a higher level of aggregation. Figure I-1

illuarates this difference in level of detail. At the lowest level of

detail the estimator begins with a set of drawings and specifies each

engineering or production operation that will be required, the work

stations where each operation will be performed, and the labor and

material required. This is sometimes referred to as "grass-roots" or

"bottom-up" estimating.

Figure 1-2 illustrates the detail required at the lowest level of

estimating, in chis case for forming a center bracket of steel plate.

The name and number of the operations and the machines that will be

used are given along with estimates of the setup -t-me and-operating-

labor cost. Standard setup and operating costs are used in making the

estimates wherever these exist, but if standardc have not been estab-

lished, as is frequently the case in the aerospace industry, a detailed

study is made to determine the most efficient method of performing each

operation. A standard may be a "pure" standard or an "attainable"

standard, but essentially for some specified condition it is the mini-

mum time required to complete a given operation and, theoretically,

should be approached asymptotiLally when the planned production rate is

attained.

Statistical estimating is sometimes defined as a statistical

extrapolation to produce an estimate-at-completion after some progress

has been made on a job and costs or commitments experienced. This is

not the sense in which the term is used here.



_____ _____-3..

STATISTICAL INDUSTRIAL ENGINEERING

Engineering Type & quantity of materil

Engineering other Type of direct charge
direct charges (computer rental, travel,

reproduction, etc.

Tooling direct ____________

Toolng ateralsspecific tools required

& purchased tools

j Tooling other Type of direct charge

equip. rental, etc.)

Quality control Bsed on man loading
direct loLor hours reqmts by work center

and station

Quality control T ne of direct charge
other direct charges ( 21, reproduction,

per diem, etc.)
Manufacturing Component and tasks by mfg

__ __ -direct-aowr-- -prcesses-i~e,, -fabricotion ---

subassembly, final assmbly
and checkout

Manufacturing Parts list & specific type
materials and & quantity of raw materials,
purchased parts scrap, etc.j

Manufacturing Type of direct charge
-- other direct charges (travel , reproduction,

per diem, etc.)
PurcasedPart list items such as:
equimentlanding gear, environmental

control, secondary power,
number & type of
instruments,. etc .

Fig. I-I-Levels of aggregation for estimating purposes
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Standards are not widely used in the aerospace industry for esti-

mating costs. They are best applied where a long, stable production

run of identical items is envisaged, whereas the emphasis in this in-

dustry is on development rather than production. The Gemini program

provides an extreme example of this--12 spacecraft of varying con-

* figurations were developed and produced at a cost of about $700 million.

Other examples would be less dramatic, but it is generally true that

compared to other indusLries production runs of advanced military and

space hardware tend to be short and that both design configurations

and production processes may continue to evolve even after several

hundred units have been completed. This means that standards are con-

tinually changing--one standard applies at unit 50, another at other

production quantities. Because the changes are unpredictable, it is

difficult to establish standards in advance of production experience

that will be applicable at some specified production quantity.

Industrial engineering estimating procedures require considerably

more personnel and data than are likely to be available to government

agencies under any foreseeable conditions. One of the largest aero-

space firms figures that to estimate the cost of in airframe using this

approach about 4500 estimates are required, and for this reason it

avoids making industrial engineering- est imates-whenever-possible2 They

take too much time and are costly during a period of limited funds for

both contractor and government. Moreover, for many purposes they have

been found to be less accurate than estimates made statistically.

One reason for this is simply that the whole generally turns out to be

greater than the sum of 4500 parts. The detail estimator works under

the same disadvantages as do all other estimators before an item has

been produced. Working from sketches, blueprints, or word descriptions

of some item that has not been completely designed, he can assign costs

only to work that he knows about. (An attempt is sometimes made to

estimate how complete the work statement is and this estimate becomes a

factor to apply to the detail estimate, e.g., the work statement is

They are used extensively for other purposes, however, such as
control of shop performance.

SI I I



estimated to be 50 percent complete, so the detail estimate is multiplied

by two.) The effect of a low estimate here is compounded because detail

estimating is normally attempted only on a portion of production labor

hours. A number of production labor elements, such as rework, planning

time, coordination effort, etc., are usually factored in as percentages

of the detail estimate. Then, other cost elements, such as sustaining

effort, tool maintenance, quality control and manufacturing research,

are factored in as percentages of production labor, Thus, small errors

in the detail estimate can result in large errors in the totat.

A second reason has already been suggested. This is the view that

significant variability in the fabrication and .ssembly of successive

production units is and will continue to be characteristic of the in-

dustry. Production runs of like models tend to be of limited length

and to be characterized by numerous design changts. In the case of

military aircraft, production rates have tended to vary frequently and

at times unexpectedly. The proportion of new components in equipment

is probably higher in the airframe industry than in any other. The

effect of these factors can be represented statistically by the learning

or progress curve so characteristic of this industry. One set of fab-

rication and assembly modes is succeeded by more efficient production

functions, thus lowering the total labor requirement. The introduction

---- of -engineer ing-ehanges--causes-discontinu Lt ies in- this - process -but- does

not interfere with the general trend. If new manufacturing processes

and techniques are introduced, these may cause changes in past relation-

ships. History, however, seems to show that changes in manufacturing

and managements techniques, while they may have dramatic impacts in

circumscribed areas, tend to result in only gradual changes over the

entire process.

Because a private concern generally has data only on its own

products, much of the estimating in industry is based on analogy,

particularly when a firm is venturing into a new area. In the 1950s,

for example, aircraft companies bidding on ballistic missile programs

drew analogies between aircraft and missiles to develop estimates for

Discussed in Chapter VI.
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f the latter. Douglas Aircraft Company (Now McDonnell-Douglas) maodJ a

good estimate on the Thor intermediate range ballistic missile by com-

paring Thor with the DC-4 transport airplane, The same company later,
and Less iuccessfully, based its estimates of the Saturn S-IV stage

on its Thor experience, adjusting for differences in size, the number

of engines, higher performnce, and insulation problems (the need to

cope with liquid hydrogen as well as liquid oxygen),

At all levels of aggregation much estimating is of this type--

System A required 100,000 hours; given the likenesses and differences

in design and performance of proposed System B the requirement for B

is estimated to be, say, 120,000 hours. Or, at a different level,

engineers and shop foremen may rely on analogies when making a grass-

roots estimate, and in this event analogy becomes part of the industrial

engineering approach. The major drawback to estimating by analogy is

that it is essentially an intuitive process, and as a consequence re-

quires considerable experience and judgment to be done successfully.

Thus, while statistical procedures are preferable in most situations,

there are circumstances where analogy or industrial engineering techniques

are required because the data do not provide a systematic historical basis

for estimating cost behavior. It may be that a new item is to be con-

structed of some unfamiliar material, or that some design consideration

-is-so-radicalLy different that statistical procedures are inadequate,

The employment of new structural material for aircraft often requires

the development of special cutting and forming techniques with signif-

icantly different manufacturing labor requirements than those projected

from a sample of essentially aluminum airframes. Faced with this problem

on titanium, airframe companies developed standard-hour values for tita-

nium fabrication on the basis of shop experience fabricating test parts

and sections. Ratios of these values to those for comparable operations

on aluminum aircraft were prepared and these ratios used in existing

statistical estimating relationships, Thus, while industrial engineer-

ing procedures are used to provide input data, the approach remained

statistical.

Another exception occurs in the case of industrial facilities.

Requirements for these cannot be estimated without knowing the contrac-



tor's identity and the extent and availability of his existing plant.

Consequently, facilities cost must be estimated from information avail-

able for each specific case.

There will always be exceptions of this kind, but in general the

statistical approach Is useful In a wide range of contexts, e.g.,

whether the purpose is long-range planning or contract negotiation.

In the former a more highly aggregated procedure may be used, because

it ensures comparability when little detailed knowledge about the equip-

ment is available. Total hardware cost may be estimated as a function

of one or more explanatory variables, e.g., engine cost as a function

of thrust or transmitter cost as a function of power output and fre-

quency, but this is often a matter of necessity, not choice, Even for

long-range planning, it is sometimes desirable to estimate in some detail,

To say that stttistical techniques can be used in a variety of

situations does not imply that the techniques are the same for all

situations. They will vary according to the purpose of the study and

Vji information available. In a conceptual study it is necessary to

have a procedure for estimating the total expected costs of a program,

and this must include an allowance for the contingencies and unfore-

seen changes that seem to be an inherent part of most development and

production programs.

Similarly, a long-range planning study would use industry-wide

labor and burden rates and an estimated learning curve slope, while

later in the acquisition cycle data that is specific for a particular

contractor in a particular location can be used. In effect this merely

states the obvious--that as more is knowr, fewer assumptions are re-

quired. When enough is known, and this means when a product is well

into production, accounting type information and data can be taken

directly from records of account and used with a minimum of statistical

manipulation. This technique is useful only in those cases where the

future product or activity under consideration is essentially the same

(both in terms of configuration and scale of production or operation)

as that for the past or current period.

In any situation the estimating procedure to be used should be

determined by (1) the data available, (2) the purpose of the estimate,
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and (3) to a lesser extent by less relevant factors such an the time

available to make an estimate. The essential Ldva we wish to convey

I In this chapter is that, when propirly applied, AtatisticaL proceuures

are varied and flexible enough to be useful In most situations dense

equipmnt cost analysts are itkely to face. While no specified set nf

procedures can guarantee accuracy, dectsions must be made and it is es-

sential that they be made on the best possible information, What we

are seeking here are the approaches which will give the best possible

answers, given the basic information that is available,

I,
I

K

I
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It. DATA COLLECTION AND ADJUSTHENT

The government has been cotlecting cost and program data on weapon

and support systems for many years, sometimes in detail, sometimes in

highly aggregated form, but always in quantity, As a consequence, it

is a little bit surprising that when an estimating job comes along, the

right data seldom seem to be at hand. One can speculate about why this

should be, but in our opinion the essential reason is that the needs of

cost analysis have not always been considered in designing the many in-

formation systems that have been used over the years by the Army, Navy

and Air Force. Data have been collected primarily for program control,

for program management and for program audit, but this type of information

was never systematically processed and stored. Instead, after d couple

of years it has generally been discarded or stored in not readily ac-

cessible warehouses. Moreover, the data were inconsistent since they

were gathered according to the requirements of each Serviice and each

program manager, As a consequence, to obtain the kind of data neces-

sary to develop estimating techniques, the analyst has had to go back

to the contractor's records,

-Wi-th the i ns-t tution oYCIR (Costnfcrmat ion Report)in 1966, the

situation should greatly change. This report was designed to collect

costs and related data on aircraft, missile and space systems and their

related components for the purpose of assisting both industry and govern-

ment in estimating and analyzing the costs of these items. Information

from other soircrs--contract records, GFE records, and the like--can

be processed and spliced to CIR as it becomes available. Hence, over

a period of years, as data are accumulated, the need for ad hoc col-

lection efforts should diminish. These efforts will never disappear

completely, however, Since it will never be possible to rely on CIR

alone (or on any fort-seeable information system) because it will not

apply to all new hardware and will not provide all the cost information

that might ever be required on the hardware it does cover, the subject

of data collection is still one with which cost analysts must be concerned.



In the best of all pnsible worlds t'w analyst wouild have such A

wealth of data that he could develop estimating techniques responsive

to any demand, Such a world is unknown in the aerospace industry where

even the largest contractors are reluctant to allocate the resources

required to put estimators in such a favorable position, A guvrniemnt

estimator is better placed in some regards, i.e., he has a much broader

base of experience to draw upon, but he lacks the detail an industry

estimator has on his own company's products. Data collection is ux-

pensive; hence, the estimator is generally in the position of having

less than he wants and of hiving to design techniques to fit the data

he has been able to accumulate,

Some minimum data requirement exists for any given job, however,

and before data collection begins the analyst must consider the scope

of his problem, define generally what he wants to do, and decide how

he is going to do it. The data required to estimate equipment costs for

a long-range planning study can be substantially less than those needed

to prepare an independent cost estimate for contract negotiation. In

the former, total equipment costs may suffice while in the latter costs

must be collected at te level of detail in which the contract is to

be negotiated. For major items this means a functionol breakout, e.g.,

direct labor, materials, en, inoer ing tnol ing, vtc. One cvoud pous-

tulate problems requiring even a greater amount of detail; suppose, for
example, that two similar hardware items had sub tantially different

costs. Only by examining the cost detail could thi.s be .xplained,

In perfoming this initial appraisal of the job the analyst will

be greatly aided by a thorough knowledge of the kind of equipment with

which he will be dealing--its characteristica, the ttatc of its tech-

nology, and the available sample, With this knowledge he can determine

what types of data are required and available for what he wants to do,

where the data are located, and what types of adjustments may be re-

quired to make the collected data base consistent and comparable, Only

after the problem has been given this general consideration should ant

begin the task of data collection.

This is an important point. All too often a mountain of data Ls

collected with little thought 4s to how it is going to be used. The

result is that some portion may be unnecessary, unusable, or not com-
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pletely understood. Data collection is generally the most troublesome

and time-consuming part of any cost analysis. Consequontly, careful

planning in this phase of the overtll effort is well worthwhile.

To develop a cost-eastiating procedure, at least three different

types of historical data are required, First, there are the resource

data, usually in the form of expenditures or labor hours. It is cus-

toamry to apply the word cost to both, and that practice is followed

throughout this chapter, A second type of data describes the possible

1cost-explanatory elements; for hardware such as aircraft and missiles

this means performance and physical characteristics, The third type

is program data, i.e., infoiration related to the development and

production history of the hardware itcm.

Resource Data

Resource data are generally classified intu end-item categories

or functional categories. An example of the former in some of the

various possible levels of detail would be:

System

Subsystem

Component

Part

The functional categories are engineering, tooling, manufacturing,

quality control, purchased equipment, etc., and typically these are

further broken down into labor, material, overhead, and othei direct

charges. The fountainhead of resource data is the contractor's plant.

While the accounting systems will vary from one company to another, in

general the amount of detail is immense. A typical airframe company,

for example, sets up the production process on the basis of a number

of different jobs or stations, each identified by a number or symbol.

ALL manufacturing direct Labor and/or nterial (depending on the type

of cost accounting system) expended on a given job is recorded on a

job order or, as is becoming increasingly more common, fed directly

into a computer. Where such a system is used, the actual hours incurred

for every operation are available to managoment; and these costs can be
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aggregated as needed. They cannot generally be attributed to a single

unit, however, and some elements of cost, e.g., tooling and engineering,

are not even identifiable by lot, And since different contractors do

the work differently, they will have different job orders, This means

in practice that data at more detailed levels may not be comparable

from one contractor to another, Also, detailed information of this

kind is unnecessary for moat government estimating and, as a consequence,

is rarely sought.

Parenthetically, it can be said that if there were a need to es-

timate in more detail, the data required would increase by an order of

magnitude or more, and data processing equipment would become a virtual

necessity, The question of when to incorporate automaLic data process-

ing techniques into the data collection effort hinges primarily on the

volume of data to be handled. The trend in the aerospace industry is

to rely more and more on computers for internal data needs, and for

some purposes data have been provided to the government on punch cards

or magnetic tape. Thus, there are no technical reasons why cost data

could not be obtained in this form should it be more convenient to the

cost analyst, but as mentioned earlier, there are good reasons not to

use excessive detail even if it is readily available--expense increases

and accuracy is likely to decrease.

Theoretical considerations apart, the hard truth isthat estimat-

ing techniques must be based on the resource data the analyst can lay

his hands on, and in the past the availability of data has varied

greatly from one type of equipment to another. As an illustration of

this, aircraft estimating procedures tend to be different from those

developed for missiles and spacecraft. An airframe model may contain

the following cost elements:

Initial and sustaining engineering

Development support

Flight test operations

Initial and sustaining tooling

Manufacturing labor

Manufacturing material

Quality control

A list of cost elements something like this is desirable for all hard-
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ware estimating, but because of data limitations, present procedures

for engines often include only two cost categories--development and

producticn--and avionics procedures only ona;--procurement cost to the

government. CIR should expand the possibilities in the futurn,

Performance and Physical Characteristics

Information about the physical and performance characteristics of

aircraft, missile and space systems is just as important as resource

data. This means that data colleclion in this area can be time-consum-

ing, particularly since it is seldom clear in advance what the neces-

sary data will be. The goal, of course, is to obtain a list of those

characteristics which best explain differences in cost. Weight is the

most commonly used explanatory variable, but weight alone is seldom

enough. For airfr i-es, speed is almost always included as a .erond

explanatory variable, and one estimating procedure for aircraft uses

all of the following:

Maximum speed at optimal altitude

Maximum speed at sea level

Year of first delivery

Total airframe weight ----

Increase in airframe weight from unit I to unit n

Weight of installed equipment

Engine weight

Electronics complexity factor

In addition, the following characteristics were considered, but not

used:

Maximum rate of climb

Maximum wing loading

Empty weight

Maximum altitude

Design load factor

Maximum range

Maximum payload

*Methods of Lgtimastin2 F~xed-Wink Airframe Costs, Vol. I, Planning

Research Corporation, PRC R-547, I February 1965.
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At the outset of a study to develop an estimating relationship for

aircraft costs, the cost analyst would not know which of all these char-

acteristics would pvpvide the best explanation of variations among the

co-t of different aircraft and would try to be as comprehensive as pos-

sible. An analyst who is familiar with the type of hardware under study

should have some idea of what the most likely candidates are, but he

will g-nerally consid-r more characteristics than will eventually be

used,

Program Data

A third type of essential data is drawn from the development and

production history of hardware items. The acceptance date of the item,

the significant milestones in the development program, the production

rats, and the occurrence of major and minor modificatiot.s in its pro-

dtction--informatlon such as this can contribute to the development

of meaningful cost-estimating relationships. It wf.il be noted that

the list of explanatory variables in the previous seczion includes

year of first delivery and increase in airframe weight from unit I to

unit n, information that would be included in the category prouram

data.

An airframe typi.cally changes in weight during both development

and production as a result of engineeritig changes. For example, the

weight of the F-4D varied as follows:

Cumulative Airframe
Plane Number Unit Wt (lb)

1- Ii 8456

12-186 8941.

187-241 8541

242-419 9193

Since labor hours are commonly associated with weight to o-tain hours-

per-pound factors, :.t is important to have the weights correct and not

Co use a single weight.

The need foi other kinds of program data will be made clsar by

the following pages on data adjustment. To cite one example here, one
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needs to know the year in which expenditures occur to adjust cost data

for price level changes. (This is the reason for at least one CIR sub-

mission annually.) A certain amount of what we have chosen to call

program data cannot be specified this definitely nor can its use be

foretold, but it is important nonetheless. This is what might be

termed background information--information about what else is going

on in the contractor's plant at the time a particular hardware item is

being built, unusual problems the conitractor may be encountering, at-

tempts to compress or stretch out the program, inefficiencies noted,

etc. These facts may be useful in explaining what appear to be aber-

rations when the resource data are compared with those from other

development and production programs. In addition a history of a con-

tractor's overhead, G&A, and labor rates is useful both for analyzing

and predicting costs.

DATA ADJUSThENT

To be usable to the cost analyst data must be consistent and

comparable, and in most cases the data as collected are neither. Hence,

before estimating procedures can be derived the data have to be adjusted

for such things as price level changes, definitional differences, pro-

duction quantity differences, and so on. This section discusses some

-- -o the-more- common-adjustments-It is by no-means an exhaustive treat -

ment of the subject, since the list of possible adjustments is long and

many of them will apply only in a very small number of cases. Also,

evidence on certain types of adjustments--for contractor efficiency,

for contract type, for program stretch-out, etc.--consists largely of

opinion rather than hard data and while we can allude to such adjust-

ments the research necessary to treat them in some definitive way has

not yet been done.

Definitional Differences

Different contractor accounting practices are one of the primary

reasons that adjustment of the basic cost data is generally necessary.

Companies record their costs in different ways, are ofLen required to

report costs to the government by categories somewhat different from
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tthose Used internally, and the reporting categories change from time

f to time. Because of these definitional differences, one of the firat

steps in any cost analysis is to state the definition that is being

used and then adjust all data to this one definition. With the in-

ceptton of CIR, a standard set of definitions fur aLrframes has been

established for use throughout the Tepartment of Defense. A primary

purpose of CIR is to overcome the problem of definitional differences

Li hardware cost data. For the next few ypars, however, when most

data will antedate CIR, some adjustment will be required.

As at. example of what may be expected, a cost analyst may be

examining data f;om a sample of 10 hardware items and discover that

the cost element Quality ConLrol is missing for some of the earlier

items. He may conclude that ro quality control was exercised back in

the 1930's or that this function is included in some other cost element.

!'he latter is correct of course. Traditionally, Quality Control was

carried in the burden account, and it was only in the late 1950's that

it began to appear (at the request of the Department of Defense) as a

separate element. Hence to use cost data on equipment built prior to

this change some portion of overhead cost has to be converted to Quality

Control.

A more current example involves Planning, which in the CIR defi-

- nition i iincludeid n Tooling. Planning consists of two components--

tool planning and production planning--so some companies put the first

in Tooling and the second in Manufacturing. Other practices are to

include tool planning in Engineering, to put all planning in Hanufac-

turing, or to include some portion in Overhead. In our view the CIR

definition is the most logical.

Table TI-I illustrates this problem more concretely. On the left

is a slight]) ubbreviated version of the CIR iist of cost elements;

o:n the right are the categories used by a large aerospace company and

the non-recurring costs of a proposed airframe. The lists are differ-

ent and, as shown by Table 11-2, a simple rearrangement of the contractor

Fcost elements does not solve the adjustment problem.

After this rearrangement four of the contractor cost elements--

Developmental Material ($2.6 million), Outside Production ($70,000),

Other Direct Charges ($2.7 million), and Manufacturing Overhead

II
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Table IL-2

CONTRACTOR COST ELEMENTS ARRANGED IN CIR FORMAT

- Cost (Thousands of $)
Outside

CIR Cost Element Contractor Cost Element In House Production

1. Engineering
Direct labor Engineering 8,600 ........

Overhead Engineering overhead 10,200 --------

M a ter ia l ..... .. .....

Other direct charges --------

2. Tooling
Direct labor Tooling direct labor 11,600 ........

Overhead ---- -

Materials and pur-
chased tools Tooling material 2,600 --------

Other direct charges --------

3. Quality control
Direct labor Inspection 620 --------
Overhead .... ........
Other direct charges --------

4. Manufacturing
Direct labor Developmental direct labor 2,500 --------

Production direct labor 850

Overhead -Maeialsandpur -

chased parts Production material 500 --------
Other direct charges --------

5. Purchased equipment Purchased equipment 5 --------

6. Material overhead ---- ------

($28.94 million)--remain to be dealt with. Since these four categories

can amount to well over half the total cost of a large production con-

tract, we are not talking about trivial adjustments. Developmental

Material presumably would be split between Engineering Material and

Manufacturing Material; Other Direct Charges would have to be allocated

among Engineering, Tooling, Quality Control and Manufacturing; and part

of Manufacturing Overhead would be apportioned to Tooling Overhead and

aI



Quality Control Overhead. tn each of these instances the contractor

furnishing Cost Infor'MaLion RQ1o0'LS would he abite to make thl l e s .. ts

adjustments from his own accountinj records. Outtidc PrOdUcLion costs,

although small in this example, in some cases may comprise 30 to 40

percent of the total cost of an airfrafte. Where this is the case, the

Labor hours and material costs incurred by the prime contractor fall

far short of the total required to build an airplane, and some method

of arriving at a total must be devised. Ordinarily, the contractor

would have a detailed breakout of costs only for subcontractors on cost-

reimbursable contracts, and other Outside Production costs would have to

be allocated to the specified categories, Production labor hours in-

curred out-of-plant, for example, are often estimated on the basis of

the weight of that portion of the airframe being built out of plant.

In using historical data, the analyst may be in a similar position oc-

casionally, and where the amounts involved are large, he should be

guided by whatever information the contractor can provide.

Physical and Performance Characteristics

A problem similar-to tha one discussed above concerns the need

for consistency in definitions of physi.cal and perforimance-character- ---

istics. "Speed," for example, can be defined in many ways--maximurn

speed at optimal altitude, true speed, equivalent speed, indicated

speed, etc.--which differ in exact meaning and value. The weight of

an aircraft or missile depends on what is included. Gross weight,

empty weight and airframe unit weight are all used for aircraft.

Some agencies include sweep volume in their definition of the physical

volume of an aircraft fire control system; others exclude it. Examples

of this kind are numerous, but the point hardly needs elaboration. It

is raised here because differences such as these can lead an analyst

unfamiliar with the equipment being investigated to use inconsistent

or varying values inadvertently. When data are being collected from a

variety of sources, an understanding of the terms used to describe

physical and performance characteristics is at least as important as

an understanding of the content of the various cost elements.
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Nonrecurrina and Re urrina Costs

Another problem hinging on the question of definitions concerns

nonrecurring And recurring costs, Recurring costs are a functiun of

the number of items produced; nonrecurring costs are not. Thus, for

estimating purposes it is useful to distinguish between the tuo and

CIR provides for this distinction. Unfortunately, historical cost data

freqtiently show such cost elements as initial and sustaining engineer-

in& as an accumulated item in the initial contract, Various analyiical

techniques have been developed for dividing the total into its two

components synthetically, but it is not clear at this time whether

the nonrecurring costs obtained by 4x post facto methods uill be com-

parable to those reported in CIR. The CIR instructions state:

It is preferable Lo identify the point of segregation between
nonrecurring and recurring engineering costs as a specific
event or point in time. IdealLy, the event used wnuld be the
point at which "design freeze" takes place as a result of a
formal test or inspection, and aftor which iormal Engineering
Change Proposal (ECP) procedures mvat be followed to change
design. If no reasonable event can be specified for this
purpose, then all engineering costs incurred up to the date
of 90 percent engineering drawing release may be used.

While it would be premature to consider the kinds of adjustments

-neededbefora a body of CIR date exists, splicing historical data to

CIR data may involve an adjustment of some kind,

A more subtle problem arises when nonrecurring costs on one prod-

uct are combined with recurring costs on another, i.e., when the con-

tractor is allowed to fund development work on new products by charging

it off as an opersting expense against current production. This prac-

tice is especially prevalent in the aircraft engine industry. Sepa-

retion of the nonr-curring and recurring costs in this instance means

an adjustment of the production costs shown in contract or audit docu-

ments to exclude any amortization of development. The nonrecurring ex-

pense which had been amortized can then be attributed to the item for

which it was incurred. This adjustment can only be accomplished in

cooperation with the accounting department of the companies involved.

It would be unnecessary, of course, for equipment on which CIR data

are swailable.
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Price-Level Chanites

FLIurc 1,1-1 howS thtw Vhange In average hourly earnings of produe-
tion on manufacturing pavr'ils from 1920 to 1965. Although these earnings

2
0
C

0

1920 1930 1940 1950 1960 1970
Yeoa

--Fig.-I-t--Change--in-hourly-earnings---

declined slightly during the early 1920's and again during the Depres-

sion, the trend has been steadily upward since 1934. The hourly wage

rate has increased by a factor of 4.75 over a 45-year period, or put

another way, in 1965 a manufacturer paid $4.75 for labor that would have

cost him $1.00 back in 1920. The implication ot this for equipment

costs is clear. If the labor component of an automobile cost $500 in

1920, the cost for the same car today would be something over $2000

(the hours required in 1965 would be less because of increased produc-

tivity, but this effect will be discussed later).

The relevance of these observations to the subject of data adjust-

ment is that the manufacturing date of the different hardware items in a
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sample are normally spread Over a period perhaps as long as 10 to 15

years. To compare a missile built in 1.95 when labor cost about $2,35

per hour with o missile built 10 year later when the labor rate had

irv.-aed co over $3,35 per hour the labor cost of both must bo adjusted
to a common base. (This problem io obviated by dealing in hovirs rather
than dollars but an adjustment would still be needed tor raw material

and purchased parts.) Adjustments of this kind are made by men* of a

price index constructed from n time-series of data by selecting one

year as the base and expressing tim value for that year as 100. The

other years are then expressod as percentages of this base. The hourly

earnings from 1950 to 1960 for production workerg could be converted

to an index using any of the years as the base; in the example below

1950 and 1960 have both been used as base years.

Average Index with Index with
Hourly 1950 as 1.960 as

Yesr Earnings Base Year Base Year

1950 $1.44 100 64
1951 1.56 108 69
1952 1.65 115 73
1953 1.74 121 77
1954 1.78 124 79

1955 1.86 129 82
1956 1.95 135 86
1957 2.05 142 - - 91-
195 - .19. 2.11 147 93
1959 2,19 152 97
1960 2.26 157 100

Information to construct a labor index such as this is available

in the Bureau of Labor Statistics publicaticn Emplpnent and Earnings,

and Table 11-3 presents indexes based on this source. Changes in mate-

rials costs are available in another ILS publication, Wholesale Prices

and Price Indexes, and these can be used to develop a materials price

index for a given type of equipment by the following simple procedure.

A list of materials representative of those used in constructing the

equipment is chosen from the coodity groups in the Wholesale Price

Index, and theme materials weighted according to estimates of the a-

mount of each in fabricating the equipment, A composite aircraft raw

materials index might be based on the foLlowing materials and weights:

i"a



/

Table 11-3

LABOR PRICE INDEX

Aircraft
Engines Oth r Htor Electrical
and Aircraft Vehicles Equipment Ship

Engine Parts and and and and Boat
Year Aircraft Parts Equ1pmr-nt Equipment Supplies lwildii 8

1952 .59 .b2 NAa  .61 .64 .63

1953 .63 .63 NAa .64 .67 .68

1954 .66 .66 NAa .66 .69 .68

a
1955 .69 .68 Aa  .74 .71 .71

1956 .72 .71 KAa .75 .75 .75

1957 .75 .75 NAa .73 I 79 .80

1958 .80 .80 .81 .82 .82 .83

1959 .84 .84 .85 .81 .85 .86

1960 .86 .87 .88 .84 .89 .89

1961 .89 .90 .90 .85 .91 .93

1962 .91 .93 .93 .89 .93 .97

1963 .94 .95 .94 .93 .95 .98

1964 .98 .98 .96 .96 .98 1.00

1965 1.00 1.00 1.00 1.00 1.00 1.00

aNot available (for years 1952-1957 it is suggested that the labor price
index for aircraft be used).

l l l l l l l l l
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Finished steel ............... .02

Stainless steel sheet ........ .04

Titanium sponge .............. .07

Aluminum sheet ............... .29

Aluminum rod ................. .It

Aluminum extrusions .......... 20

Wire and Cable ............... .12

Rivets, etc . ................. .15

For any given year a price index for each of these is obtained and a

composite index constructed by summing the individual index numbers

multiplied by the veightings, e.g.:

1967 Index Index Number
Commodity Numbera Weight Times Weight

Finished steel [05.8 .02 2.12

Stainless steel sheet 108.0 .04 43.2

Titanium sponge 60.3 .07 4.22

Aluminum sheet 99.8 .29 28.94

Aluminum rod 110.4 .11 12.14

Aluminum extrusions 75.6 .20 15.12

Wire and cable 126.0 .12 . 13.12 . ...

Rivets. etc. 133.2 15 19.98

Composite index number 101.96

a19 5 7-195 9 = 100.

j Weights in an index such as this %eed to be updated from time to time

to refIlet changing technology, and it may be that those shown here,

are only applicable to current aircraft. This simple example is in-

cluded only to illustrate the principle of deriving a composLte index;

the reader who wishes to pursue the matter further will find index

numbers discussed in most textbooks on economic statistics, Another

type of composite index is used in those instances where labor and

See, for example, W. A. Spurr, L. S. Kellogg, and J., H. Smith,
Business and Economic Statistics, rev. ed., Richard D. Irwin, Inc.,
Homewood, Illinois, 1961.

e



-26-

material costs cannot be separated and the price- i idjustment has

to be made to the total cost of an engine, airfr Inissile, etc.

Such an index can be derived in the manner illustra ibove with Lhe

labor and material elements weighted according to whaL-ver pattern has

been found to exist in the past, e.g., labor , 80 percent; materials,

20 percent.

Overhead, which is a mixture of labor, materials, and items suct,

as rent, utilities, taxes, etc., in most cases is adjusted by the same

percentage as direct labor. To decide in any particular r se whether a

different adjustment factor should be used, an examination of each

component of overhead--indirect labcr, fringe benefits, c c.--would be

required. This cannot be done by reference to the various indexes

published by BLS and other governmental agencies.

Adjustment of costs for price level changes is not always as

straightforward as the foregoing discussion may imply. One problem is

that price indexes are inherently inexact and their use, while neces-

sary, can introduce errors into the data. The average hourly earnings

for all aircraft production workers may increase by $.05 in a given

year but at any particular company they will increase more or less than

that amount. Use of the average number to adjust the data for a given

company will bias the data up or down. Also, for many specialized items

-- of -equipment --a-good- published-price -index does- not exist. In fact,

the usual indexes are oriented toward the civilian economy and may be

misleading, i.e., they may understate the change experienced in defense

and space industries. The United States, along with many other countries,

furnishes the Office of Economic Cooperation and Development (OECD) in

Paris with an index applicable to government defense expenditures in

general, This index, shown below for 1952-1964, is useful to refer to

when detailed index numbers seem questionable or are nonexistent.

Index Index
Year Number Year Number

1952 84 1959 102
1953 83 1960 104
1954 84 1961 105
1955 88 1962 106
1956 93 1963 108
1957 97 1964 113
1958 100
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Another problem is that of identifying the years in which expendi-
tures occur when the only data available show total contract cost. Pro-
duction and cash flow may have been spredd ut vver a period of several

years, and in principle the costs should be adjusted for each year
separately. Although CIR will provide the information needed to do
this in the future, it may be unavailable today, and some reasonable
approximation of the expenditure pattern must suffice.

One method of doing this is to use a percent-of-cost versus per-
cent-of-time curve of the type illustrated in Fig. ti-2, These curves
are developed from historical data on a number of programs involving
the same kind of hardware--in this case, large ballistic missiles--and
can be used to break total research and development or total production
cost into annual expenditures. For example, to determine the annual
expenditures in a five-year R&D program amounting to a total of
$50 million the following percentages would be obtained from the R&D

curve of Fig. I-2:

Time Expenditures

20 6.5
40 23.0
60 65.0

80 92.0
100 100.0

These percentages are cumulative, of course, so the annual percentages
and the amount they represent would be:

Expenditures

Dollars
Year Percent (millions)

1 6.5 3.25
2 16.5 8.25
3 42.0 21.00
4 27.0 13.50
5 8.0 4.00

In the production phase a technique which can he used is to develop
"lag" factors by examining delivery schedules and production lead times.
Costs are then lagged behind delivery dates by some reasonable factor.

A more fundamental question than any of those raised above is
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whether price-level changes should be made at all. The argument is

sometimes made that the upward trend in wage rates has been accompanied

by a parallel trend in the output per emplnyee, or productivity rate.

This implies that there has been little change in the real costs of aero-

space equipment since increases in wages and materials costs have been

offset by a decrease in the number of employees required per dollar of

output. The real dollar output per man is difficult to measure, how-

ever, in an industry where continual change rather than standardization

is the rule. Certainly the growth in productivity is not uniform for

aircraft, missiles, ships, and tanks, and to develop a productivity

index for each would be a difficult and contentious task. Present

practice, therefore, is to apply the price-level adjustment factors to

obtain constant dollars while remaining alert to any obviois inequities

that may be introduced by doing so.

Cost-Ouantity Adjustments

Chapter VI of this volume discusses the cost-quantity relation-

ship, generally known in the aerospace industry as the learning curve,

* at some length. For those persons unfamiliar with this concept it

states in brief that each time the total quantity of items produced

doubles; the cost per itemis reduced to some constant percentage of

its previous value. Whether one accepts this particular formulation

or not, the fact is that for most production processes costs are in

some way a function of quantity: as the number of items produced

increases, cost normally decreases. Thus, in speaking of cost it is

essential that some quantity be associated with that cost. An equip-

ment item can be said to cost $100,000, $80,000, $64,000, oe $51,200

and all of these numbers will be correct,

Which cost should be used by the cost analyst? The answer to that

question will depend on a number of factors; if hiR purpose is to com-

pare one missile with another the cumulative quantity must be the same

for both missiles. The adjustment to a specific quantity can be made

very simply if the slope of thi learning curve is known or can be in-
ferred from the data. To illustrate, costs for three missiles are

shown below. The cost is thr, same for each item, but the quantity is

different. To compare the costs for the items, they must be adjusted

I
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Missile Unit Number Cos t/Unit

1 50 $1000
2 10i 1000
3 200 1000

to a coon quantity. If the quantity 100 is chosen and an 80 percent

lea-iming curve assumed for all three MIaSilow, Lhe adjusted costs will

be:

Missile Unit Numbe Cost/Unit

1 100 $800
2 100 1000
3 100 1250

Projecting labor requirements for the 100th unit when only 50 units

have been produced is somewhat uncertain, of course, but ignoring the

cost-quantity relationship will in most instances result in greater

error than such a projection introduces.

The learning curve is most frequently depicted as a straigh~t linu

on log log paper as in Fig. 11-3. The points above the curve illustrate

a point made earlier. They show the effect of adjusting production

- costs incurred over the periodl1954-1958 to 1965 dollars.

00

1001

VIA I



-31-

Other Possible Cost Adiustments

As exemplified earlier by the mention of productivity changes over

time and the lack of a way to adjust cost data for such changes, many

more kinds of adjustments can be theorized than have been qunAntified,

It has been suggested, for example, that some adjustment may be required

because of differences in contract type--fixed price, fixed price in-

centive, cost plus fixed fee, etc,--or differences in the type of pro-

curement--competitive bidding ar sole source. The hypothesis here is

that the type of contract or procurement procedure will bias costs up

or down, but this has been an exceedingly difficult hypothesis to

substantiate.

Mother suggestion concerns manufacturing techniques. What are

the effects of varying amounts of capital investment or capital improve-

ment and of changes in manufacturing state of the art? A related ques-

tion concerns the efficiency of the contractor. We may suspect that

Contractor A has been a lower cost producer than Contractor B on simi-

lar items, but this is extremely difficult to substa.itiate. A low-cost

producer may be one who because of his geographical location pays lower

labor rates. Contractors in Fort Worth, Texas and Atlanta, Georgia may

have a considerable advantage in this regard over their competitors in

Los Angeles, San Francisco and Seattle. The table below does not give

afair -picture -of comparative-rates-because--differences between indus- --

tries in the various cities tend to be more important than differences

in location. But it can be seen for two cities as close together as

Los Angeles and San Francisco that labor rates differ by r.,out 10

percent. Thus while it might not be possible to adjust cost data on

- the basis of contracLor efficiency, it is possible to make adjustments

for differences in location by using the specific area labor rates.
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Table 11-4

AVERAGE HORY EA RMCS OF PRODUCTOI WORIZRS

ON MAMIACTURUiN PAYRcLLS--OMER 1965

Atlanta ................. $2.69
Boston -. -............ 2.69
Chicago .......... ... 2.91
Detroit ................. 3.45
Los Angeles ............. 3.04
New Orleans .............. 2.72
New York ............ ... 2.63
Philadelphia ... ..... 2.79
St. Louis ................ 2.96
San Francisco ............ 3.35
Seattle .................. 3.25

aFrom Employment and Earnings, Bureau of

Labor Statistics, January 1966.
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1I. USINO STATISTICS IN THE

DEVELOPMENT OF ESTIMATING RElATIONSHIPS

As stated in a previous chapter, many, perhaps most, estimating

relationships are simple statements indicatLng that the cost of somu

commodity is directly proportional to the weight, area, volume or some

other physical characteristic of that com odity, These estimatinp re-

lationships are simple averages--very useful in a variety of situations

but because of their simplicity requiring little explanation here. Our

concern is with the derivation of more complex relationships, i.1,,

equations that describe the basic data better than a simple factor

can and that can reflect the influence on cost of more than one vari-

able, The intent is to illustrate a general approach to the develop-

ment of such relationships and to introduce certain basic concepts of

statistical analysis. The emphasis is not on statistics pr t, and

the basic mathematical statistical theory involved as well as the

computational aspects of regression analysis are generally ignored.

This chapter merely presents some of the statistical considerations

involved in developing estimating relationships for advanced equipment

estimating. While Statistical procedures are stressed, the intent is

not to suggest that regression analysis offers a quick and easy soluton

to all the problems of estimating cost. Statistical analysis can help

provide an understanding of factors which influence cost, but estimat-

ing relationships are no substitute for understanding.

The outstanding characteristic of a cost factor is that the re-

lationship between cost and the explanatory variable is direct and ob-

vious; thus, cost per pound is widely used because of the generally

satisfying thesis that as a ship, tank, or aircraft increases in weight

it becomes more costly. Weight changes do not always explain cost

changes, however, and many other explanatory variables are used. The

problem is to find these, and this is done first by deciding what var-

lables are logically or theoretically related to cost and then by look-

ing for patterns in the data that suggest a relationship between cost
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4nd these variables. A simple array, as in Table 111-1, may reveal

such pattarni,

Table 111-1

TEN AIRBORNE RADIO COIO1U14CATION SETS

Cost ($) Weight (1b) Power Output (w) Frequency (mh)

22,200 90 20 400

17,300 161 400 30

11,800 40 30 400

9,600 108 10 400

8,800 82 10 400

7,600 135 100 25

6,800 59 6 400

3,200 68 8 156

1,700 25 8 42

1,600 24 .5 258

In this table, the costs of 10 airborne radio communications sets

are given along with the weight, power output and frequency of each.

A rr-i, one- might-expect cost-to- incrvase withweight or with power

output. Frequency is included because, historically, higher and higher

frequencies have been sought to increase communications capacity, and

in general for a given power output higher frequency sets have been

more costly.

From Table 111-1 it is clear that cost is not a simple linear func-

tion of any of the three possibLe explanatory variables shown. Cost

tends to increase with weight, but there are notable exceptions to the

trend as shown in the scatter diagram of Fig. III-La. Cost plotted

against power output (Fig. IZI-lb) is even less promising, partially

because of the scale which does not enable an observer to distinguish

among the points between .5 and 30 watts. Changing from an arithmetic

to a Logarithmic scale (Fig. 111-2) distinguishes better among points

in the low power range and indicates that a trend does exist but, again,

with a very wide scatter.
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Fig. HI - 2-Cost versus power output (logarithmic grid)

It appears that the scatter may be explained to some extent by

the effect of frequency and in Fig. 111-3 each point is identified

.oa frequency class:

HF - up to 30 mh

VHF - 30 to 300 mh

UHF - above 300 mh

A clearer relationship exists between cost and power output within each

frequency class than would seem to exifit for the whole sample scattered

without regard to frequency. This 1tLggests that the sample is not

homogeneous. Each frequency band may constitute a separate sample, or

possibly HF and VHF costs are on one level and UHF costs on another.

With a larger data base each sample could be examined separately

and a regression line drawn for each. Given a maximum of five points

in each of two samples, however, regression analysis techniques are not

warranted. The justification for regression analysis (as distinct from

simply drawing a line of best fit through the points either by a
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least-squares or freehand technique) is to be able to say something

about the reliability of the regression line; in this case statistical

measures of reliability would have little meaning-

At this point it is not clear that any of the possible explanatory

variables, either singly or in combination, will yield a useful esti-

mating relationship. But as a means of illustrating some of the tech-

niques commonly used in deriving such relationships, let us begin with

the assumption that cost can be related to a single predictive variable--

wcight--and examine the results of a linear normal regression model.

In a later example we snhall consider several variables in a multiple

regression analysis.

Regression theory has become a widely accepted tool for cost analysts

and is often used to develop estimating relationships. In simple re-

gression analysis we are interested in estimating the value of one

variable based on its relationship to a second variable. Regression

theory provides a means for examining whether a relationship exists;

and when it does, for measuring the nature and extent of the relation-

ship,

a
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According to classical statistics a population (or universe)

defines the totality of all pertinent values that any variable or

variables can achieve. It foll-s that the true relationship between

two variables must be embodied within a population. (It is seldom

knotm, however, whether the set of values available i.n any given prob-

lem constitutes a population or is only a subset (sample) of a lorger

population. Generally, these values are considered to be a sample

which can be used to estimate relationships for an actual population.)

The form of the regression function depends, of course, upon the

problem. It may reflect an underlying physical law or perhaps some

other structural relationship, When ro particular functional form is

suspected, the simple linear-regression model is rrequently used to

describe the relationship between two variables. The equation of this

model is:

y = a + bx

Where y is the dependent variable and x the independent variable.

The symbols a and b are parameters or constants whose values are to

be calculated from the data. Here y could be the cost of a radio com-

munication set and x the weight. The model then indicates that heav-

ier equipment will cost more than lighter equipment. The values of

a, b and x allow a computation of a value fo- the cost for any equip-

r - if we know its weight.

To make statistical predictions, certain assumptions must be made

about this model. The classical requirement is that x values are fix-

ed and y values are random variables for given x values. This is

graphically illustrated in Fig. 111-4. Specifically, for the popula-

tion it is assumed that (1) the variance of y-values about the regression

line is the same for all x-values (x, x2 , x3 , x4 , etc,) and (2) y-

values for a given x value arc normally distributed about the regression

line. For the sample it is assumed that y-values i:-e simple random

samples taken from the total population.

For a more complete staL,. !nt of the assumptions about the sample
see W. A. Spurr and C. P. Bonini, Statistical Analysis for Business
Decisions, Richard D. Irwin, Inc., 1967, pp. 564-565.
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II

Y=0+6 X

a.

0
0

X1 X2 X3 X4

!ndependent variable - X

Fig. III -4-Simple li near population regression model

I Given the regression model shown above, the basic problem is to

IC

} derive estimates of the parameters a and b such that the regression

equation will approximate the sample data as closely as possible. One

procedure for doing this uses the method of maximum likelihood. In

normal linear rege'ession it turns out that the maximum likelihood

method is exactly equivalent to a least-squares procedure. The values

nf a and b are determined by the requirement that the sum of the square

of the deviations of the sample observations from the regression line

will be at a minimum. The two normal equations for linear regression

are:•

EY na + br'x

Eyx =a~x + b~x 2

The principle of maximum likelihood is discussed in Introduction
othe Theory o titisby A. F. Mood, McGraw-Hill, 1950, pp. 152-

154.

C
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In this example;

y - cost of airboiae radio equipment (in thousands of dollars)

x - weight of airborne radio equipment (in pounds)

n = number of items in sample

= sum of (e.g., Zy = the sum of all y's)

Table 111-2 showa the relevant numerical values to be substituted in

the above equations. They are:

n *10

Zy =90.6

x= 792

yx = 8739.4

2
E = 81,540

Substituting these numbers in the normal equations, we obtain:

90.6 = 1Oa + 792b

8739.4 = 792a + 81,540b

Table 111-2

DATA FOR REGRESSION ANALYSIS OF COST AND WEIGHT

x Yx 2 Y 2
90 22.2 8,100 492.84 1998.0

161 17.3 25,921 299.29 2785.3

40 11.8 1,600 139.24 472.0

108 9.6 11,664 92.16 1036.8

82 8.8 6,724 77.44 721.6

135 7.6 18,225 57.76 1026.0

59 6.8 3,481 46.24 401.2

68 3.2 4,624 10.24 217,6

25 1.7 625 2.89 42.5

24 1.6 576 2.56 38.4

792 90.6 81,540 1220.66 8739.4
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Solving these simultaneously gives:

a - 2.477

b = .083

Or:

y - 2.477 + ,083x

The regression line represented by the equation is shown in Fig.

111-5 as the solid line. Its usefulness for predictive purposes de-

pends on the extent of the dispersion of the observations about it--

the greater the dispersion of observed values of y about the line, the
less accurate estimates based on the line are likely to be. The mea-

sure of the dispersion of the actual observations is the standard error

of estimate (S) of the regression equation.

25

Regression line

Y =2.477 +.083X

20

157
0 s

7 7Q/

0

/7

* 7
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Weight (Ib)

Fig. III -5-Regression line and standard error of estimate
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The standard error of estimate is defined as the square root of the

unexplained variance of the y's in the sample. This unexplained vari-

ance is derived from the difference between the observed y values

(from Table Mf-1) and the computed y values (computed fromo the re-

gression equation). This is illustrated in Fig. 111-6.

Regression line

Unexplained
variance

v Exploined

variance

x

Fig. III -6-Unexplained and explained variance

Explained variance, which we will deal with Later, is derived from the

difference between the computed y values and the mean of the observed

values. Total variance is the sum of the two.

Expressed mathematically, unexplained variance is:

2 V(y- Yd )

ar =
u n

Thus, the unadjusted standard error of estimate is the square root of

this expression, or:
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S 
yn

To compensate for the fact that standard errors calculated for

small samples typically understate the dispersion in the population,
an adjustment is required. The adjusted standard error of estimate (S-)

is ootained by subtracting the number of parameters in the regression

equation from the sample size (n) in the formula for S. In this case

the number of parameters is two (a and b). Therefore the formula for

S is:

= y y 
) 2

S n- 2

From this it is clear that for large sample sizes the adjustment is
of no importance. In small bamples--particularly very small samples

such as we are dealing with here--the adjustment can make quite a

difference.

The standard error of estimate for the estimating equation
y = 2.477 + .083x is $5,800 and in Fig. 111-5 a band of + from the
regression line has blen-plotted. In-interpreting the-standard-error

of estimate the main point is that in normal linear regression analyses

one might expect about two-thirds of the sample observations to fall

within a region bounded by + S from the regression line. Virtually

all observations should fall within + 3 S. In practice these gener-

alizations do not tend to hold up very well in very small sample cases.

For some purposes--particularly in comparing one S with another--

it is useful to compute a relative standard error of estimate. One

such measure is the coefficient of variation (C), which relates the

standard error of estimate to the mean of the sample y's:

C S

I
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In the example the mean of the y's is $9,060, The value of C, there-

fore, is :

$5.800 64
$9,060

which is quite high. While the question of reliability of an estimating

equation is a relative matter, that is, it is relative to the context

in which the equation is to be used, something like 10 to 20 percent

would be more desirable.

The standard error of estimate and the coefficient of variation

indicate how well the regression equation describes the sample obser-

vation, but this is rarely the area of greatest interest. The analyst

is usually more interested in using the estimating equation to predict

costs in the population or universe of items that the sample supposedly

represents, and the standard error of estimate does not furnish a good

measure of the reliability of the regression equation for predictive

purposes. The subject if reliability raises several additional con-

siderations. First, is the question of whether x and y are actually

related in the manner indicated by the regression equation. A partic-

ular sample-could-show-such a -relationship- out of -pure chance -when in -

fact none exists. Second, the regression equation obtained from the

sample is only one of a family that could be obtained from different

samples within the same population. This means that the predicted y

may not be the true y. Both questions are dealt with by statistical

inference, the first by a test of statistical significance and the

second by establishing a prediction interval for the regression line.

While the subject of statistical testing is too complex to treat

in any detail here, basically what is involved is to set up the hypothesis

that x and y are not related (the null hypothesis), and then let the

testing procedure indicate whether the hypothesis is accepted or re-

jected at some specified level of probability. The particular test

to be used here is commonly known as the t-test because it uses the t-

ratio, or ratio of a coefficient to its standard error. This ratio is

expressed:

t b
tb 'b
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where b - the regression coefficient (from the linear regression model

y - a + bx)

sb the standard error of b

The value obtained for tb is 1.96, and this is interpreted by reference
b

to a table of t-values. The relevant row from such a table is shown

I below.

Degrees of Level of Significance (or Probability)
Freedom I .20 -.0 _ .05 I .02 1 .01

8 1.397 11.860 12.306 12.896 13.355

Note that the first column is headed "Degrees of Freedom" instead of

n, the number of items in the sample. In a regression analysis the

term "degrees of freedom" means the sample size minus the number of

parameters (values to be estimated, i.e., a and b) in the regression

equation, or in this case, 10 - 2 = 8. The value of 1.96 is seen to

lie between the .1 and .05 levels of significance. This means that

the chances are between 5 and 10 percent that a sample taken from a

population in which x and y have zero correlation could have a t as

- high- as l.-96.- -Hence; ifw establish the required level of probability

at 10 percent, the hypothesis that there is no correlation in the popu-

lation is rejected. On the other hand if a .05 level of significance

seems appropriate, the hypothesis must be accepted.

A reasonable question at this point is: What should be the level

of probability for accepting or rejecting the hypothesis? Unfortunately,

no simple answer is possible. The 10, 5, and 1 percent values are

probably most commonly used, but the analyst must mn-e his own judgment

based on the risk assumed by rpjecting a true hypothesis (a Type I

error) or accepting a false hypothesis (a Type II error). **  For our

All the references at the end of the chapter contain t-tables,

For a good discussion of this see Business and Economic Statistics
by W. A. Spurr, L. S. Kellogg and J. H. Smith, Richard D. Irwin, Inc.,
1961, pp. 251-255.

i i i i
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purpose here we will accept a 10 percent value both here and in estab-

Itshing a confidence or prediction interval for the regression line.

The procedure for that is as follows:

For a given value of the explanatory variable, say A, the esti-

mating equation is used to obtain a predicted value of the dependent

variable:
-a + b

Then we can put a boundary around , say 9 ± A--such that there is a
certain level of confidence that the established interval does indeed

bracket the true value of y in the population,

In the case of normal linear regression, a 100(l - e) percent

prediction interval for an estimated value of the dependent variable

can be constructed as follows:

9±A,

where

A - n " -'i--- -

and:

S - standard error of the estimating equation from which 9 was
obtained,

te W the value obtained from a table of t-values for the e sig-

nificance level,

n - size of the sample,

x - the specified value of the explanatory variable used as a

basis for obtaining 4

x - the mean of the x's in the sample,

(x- x) 2 
- the sum of squared deviations of the sample x's from their

mean.
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Using the estimating equation derived previously, the cost of a

communications set weighing 100 lb is estimated to be $16,777. To es-

tablish a 90 percent prediction interval around this value the necessary

data are:

S - $5,800

c - 0.1 (Since a .90 prediction interval is to be computed,

I - e v .9 or e - .1)

n -, 10

x = 100 lb

= 79.2 lb

(x- i)2 . 18,893 lb

Substituting in the above equation and solving for A gives:

A - $12,380

Therefore, for , 100 lb, the 90 percent prediction interval is:

This means that when all the underlying assumptions about the sample

are met, we have a subjective confidence of 90 percent that this inter-

val brackets the true or population value of y when x = 100. It should

be emphasized that a 90 percent prediction interval does not mean that

the probability is 0.90 that the true value of y lies within the inter-

val. Rather, it means that if we were to repeat the prediction pro-

* cedure a number of times, we would expect that 90 percent of the time

* our prediction intervals would include the true value of y. The point

is that the true value of y, while unknown to us, is a constant and

not a random variable that could take on many values. Therefore, the

relevant probability concept is that 90 percent of the intervals

computed as this one has been will include the true value of y. This

statement, of course, depends on the assumptions depicted in Fig. 111-4,

p. 39.

a!
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Using the prediction interval procedure outlined above, we can

compute 90 percent prediction intervals for other values of x and plot

these numbers to obtain a 90 percent confidence band around the re-

gression line as in Fig. I1-7, In this case it is clear from the

figure that the 90 percent confidence region is fairly wide, reflecting

graphically a measure of the uncertainty associated with the estimating

equation. This Is typical of analyses based on small samples, The

equation for the prediction interval is constructed so that the width

of the interval is quite sensitive to variation in sample size when n

is small. Sensitivity to small values of n is logical, since general-

izations based on very small samples should be subject to greater un-

certainty than those founded on a larger data base.
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Fig. III - 7-Ninety percent prediction interval



It should also be noted that the prediction interval becomes wider

as values of x farther from the mean value and the sample are selected,

Thus, for example the prediction interval for the mean (79 Ib) is

$9,300 -- S12,500, while for x = 200 lb it is $19,000 f $15,990. The

width of the interval in the latter case is about 1.3 times the width

for the mean weight. This illustrates in a rough way how our confidence

irt the estimate decreases as we extrapolate beyond the range of the

sample data--something that we often do in estimating the cost of advanced

equipment.

The width of the prediction interval is also sensitive to the level

of confidence specified. Up to now that level has been set at 90 per-

cent (i.e., c = .1). Suppose that only a 70 percent level of confidence

is desired (e = 0.3). The only thing that changes in the inputs used in

the previous calculations is the value of t, Before, we used t 1.86;

now we use t - 1.108, This will make quite a difference in the width

of the prediction interval. Since our confidence is lower, the pre-

diction interval can be narrower, and for lower levels of confidence,

the band would be even narrower. However, except for very low levels

of confidence the interval obtained by the prediction interval procedure

will always be wider, than an interval established on the basis of the

--standard error- of estimate alone.

Up to this point the discussion has been confined largely to sta-

tistical regression analyses--developing an estimating equation and

various measures of uncertainty pertaining to that equation. From an

estimating point of view, this indeed is the most important part of the

analysis. There is, however, another form of statistical analysis called

correlation analysis. Correlation analysis is concerned with develop-

ing an abstract measure of the degree of association between the dependent

variable and the explanatory variable or variables, In simple linear

regression the most cozm,,only used measure of degree of association is

the correlation coefficient (r). The coefficient r is constructed in

such a way that it is bounded by the interval -I. The sign indicates

But recall the point made previously: S can only be used to
measure variations of y in the sample, not for describing the uncertainty
of a predicted y.



whether the slope of the regression [ine is positive or neitive--I.e.,

whether the regression coefficient b is positive or negative. At the

boundaries of the interval for r we have the cases of perfect correla-

tion: r - +1 (perfect positive correlation); r - -I (perfect negative

correlation). In these instances all of the sample points would lie

exactly on the regression line. When there is no correlation between

the variables whatsoever, r 0 0.

While correlation is a somewhat different type of analysis from

that discussed previously, it is nevertheless related in a definite way

to regression analysis. To see this let us return to the concepts of

total variance, explained variance, and unexplained variance referred

to earlier in the discussion of the standard error of estimate and

illustrated in Fig. 111-6. lotal variance (a ) pertains to the de-

viations of the y values in the sample from their mean, and is meas-

ured by:

2 2
2 r (y_ )

at = n

Explained variance (a e) refers to the deviations from 3; of the computed

y values (calculated from the regression equation) corresponding to the

values of the independent variable x in the sample, and is measured by:

2 
-) 2 " 

)

2 ce n

As explained previously, the standard error of estimate (unadjust-

ed) is the square root of the unexplained variance. The coefficient of

correlation (r), on the other hand, is related to the explained variance.

It is defined as the square root of the proportion of total variance

that is represented by the explai -d variance. That Is:

./(Y- y) 2

(c Y
- Y " )2

r is sometimes referred to as the coefficient of determination.



We now see the interrelationship among r, S, and the regression

equation, The regression equation Is used to determine the computed

y's, whi(h ara inputs to the calculation of both r and S, Also, since

r2 is defined as a proportion of total variance, r and S in a &cnse have

an inverse relationship to one another.

Just as S had to oe adjusted for sample size--particularly so in

the case of small samples--r should also be corrected, The value of

r corrected for sampLe size is as folioass:

- r 2(n -In -2

As is obvious from this equation, the effect of the correction dampens

out as n becomes large. For very small samples the correction should

most certainly be made.

The correlation coefficient adjusted for sample size in our il-

lustrative example is .48. This is quite low and tends to substantiate

the evidence already seen that weight alone is not a good predictor of

the cost of airborne radio communication equipment. However, it should

be kept in mind that a high correlation coefficient, say .95, can be

misleading. Mere correlation does not allow an analyst to infer a cause-

and-effect relationship between x and y. Spurious correlations are

common. For example, the number of bathtubs in the United States has

been increasing steadily and so has the crime rate as reported by the

FBI. One might very well find a statistical correlation between the

two much better than that found between cost and weight in the above

sample. Another point is that the coefficient of correlation may be

high but the reliability of an estimating equation as measured by the

standard error of estimate may be low. The explanation hinges on the

fact that r is based on a ratio while S is based on an absolute quantity:

variancer Vtotai variance

S = /unexplained variance



Thus, even if the explained variance represents .j high fraction of the

total variance, it is still possible for the tinexplained variancn to

be large,

CURVILINEAR ANALYSIS: LOGARITMITC 2PGRESSION

Up to this point the analysis has been confined to simple linear

regression, While a first examination of the scatter diagram of cost

vs weight indicates ChAt a linear relatimoiship might be as good as any-

thing else, it still cannot be concluded definitely that some type of

non-linear relationship might not be preferable. Several such relation-

ships can be tried. One that is very frequently used, and that we

will be dealing with in discussing cost-quantity relationships in

Chapter V, is of the form:

b
V ax

Since this equation is difficult to deal with statistically, usually

we make a logarithmic transformation of the variables, obtaining an

equation which is linear in the logarithms of the variables:

Log y - log a + b(log x)

The procedure-here is to conduct the-stastistical analysis in terms of

the logarithms of the variables, that is, obtaining estimates of log a

and b from a least squares fit of this equarion. This approach has
b

several advantages over dealing directly with y = ax , the most

important ones being:

I. We can proceed almost identically to the simple linear regression

case.

2. No additional degrees of freedom are lost--an important con-

sideration when the sample size is small.

The first step is to take the original data for y and x contained

in Table LIZ-I and convert these data to 1-ugarithms, The next step is a

simple linear regression analysis of the data in logarithmic form. This



means that a linear regressiton equition is derived sich that the sm of

the squares of the logarithms of the variables around the regression

line is at a minimum. Solving as before, the estimates of log a and b

are found and the regression equation for the logarithms of the varl-

able is:

log y - -1.0425 + 1.0241 log x

This equatfon is shown as a solid line on the scatter diagram in Fig.

111-8. Note that here the ori.ginal vales (arithmetic form) of x and y

100

/

log y 0425 + 1.0241 log x

//

A

/

0010 700
c

2R @

1100 1000
Weight (Ib)

Fig. III - 8-Loarithmic regression
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art, plotted on i chart having logarlthmLc scales on both axes. This

Is exactly equivalent to plottLng the lomarIthms of the vartshleA on

an arithmetic chart, Note also that the regression line s;lopes upward.

This Is because the b-value is greater than one, With a b-value of

less than one, the curve would slope douwn.

The standard error of estimate is cnnp;.ited as before but tn Log

terms•

S , 2763

In Fig , 1I-8 the dashed lines indicate a band representinp + S

around the regression line.

For perspective, the value Slog may be related to the mean of the

log y's in the sample to obtain the coefficient of variation for the

log equation, The procedure is the same as that shown on P. 40.

Sj~
Slog

r-log Y .335

n

AL this point it would appear that things have improved somewhat over

the simple linear regression case. The picture portrayed in Fig. 111-8

suggests a better fit to the data, Also, the standard error of esti-

mate in relation to the mean of the log y's is substaAtially lower than

in the simple linear regression example: 34 percent as compared with

64 percent.

But this is not the whole story, since up to now the analysis has

dealt with the logarithms of the data, and the analyst is interested in

making estimates in terms of the original data. We therefore have to

transform the logarithmic analysis back to an arithmetic form. When

this transformation is made, the estimating equation becomes:

y - .09056(x 1
0 24 1)
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where .014o.56 is the antLi-log of log a 0 -li42'1. ThlIs equat ion iS

plotted on the iscatLur diagram contained in Fig. 111-9. It should be

noted thait the equat ton p lots a, d stra ighL 1 inc over the range of

Weights shon._ SincC L"IC e0onnt o A iN LIWue Lo unity, Lhe curvi-

linearity implied by the form of the equation does not show un. Note

als. that the regression line does not Appear to be a particulirly good

fit to th, original data--no better t:,an Lhe simple linear estimating

equation obtained previously.

2.1

22 - . +S5800

20 /

18' r/ *,°/ ...- 11 y .09056(x '2I

-/1..4 *0 12- ' ... ,:S5800

12 ...

10,../ ../..." . _ - -
. .o --

-.. , ,/ *...
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4
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Weight (Ib)

Fig. III -9-Cost versus weight on arithmetic grid



Tt, gaIn f urther Ln,,ight, Ltt u, tunrn to Llie standard crror 0f

s t irroate and compute a + I S band about thc regression line Th is

band is it lustrated by the dashed lines in Fig, 111-9. We now hav( a

much different picture than that indiL ated in Fig. M11-8 for the loga-

rithmic analysis. In Fig. 111-9 the S interval is an ever-widening one

defined in terms of linear homogeneous functions of x, Recall that in

our simple linear regression anialysis S - $5,800. If we lay off + $5,80o

around the regression line, the results are the dotted Iines in Fig. 111-9.

We conclude, therefore, that in this case the logarithmic regression

offers no improvement over the linear regression.

The situation portrayed in Fig. 111-9 has sometimes Led to the

suggestion that the curvilinear equation be used for small values of x

(because the standard error of estimate is small) and the linear equation

for large values. It is important to keep in mind that the difference

between the two standard errors of estimate in Fig. 111-9 stems from

different basic assumptions about the variance of y-values about the

regression line, not from any change in the real distribution of the

variance. In the linear case, as pointed out previously, it is assumed

that the variance of the y-values about the regression Line is consLant,

In the curvilinear case the variance is still constant, bt it is con-

stant in logarithmic terms, which means that iL actually increases with

the magnitude of the dependent variable.

The logarithmic example contained in this section Illustrates a

point that is often forgotten. A logarithmic transformation of the

variables has a tendency to compress and shape the original data In

such a way that a statistical fit to the logarithms looks good. Very

often, however, when the logarithmic analysis is transformed back into

terms of the original data, the results do not appear so impressive. III

sum, logarithmic transformations can be tricky and misleading. The

analyst must be cautious when using them.

CURVILINEAR ANALYSIS: SECOND-DEGREE EQUATION

We have just seen that for our illustrative example a logarithmic

regression does not seem to offer any improvement over the simple linear



rv.rus x I on tise . Here ano ther Lype (it cu rv I tnr rtogres.si on anavs a

till Ih# tvtempted usl n g i sccond- dcizr P c equ a 'i io of h form:

y = a + bx -4 bx 2

Solving for a and b we obtain-

2
y = .0743 4- 1,6133x - .0457 x

Thi, equation is shown as a solid Iine on Fig. LI- 10.

24

221 ® 4 S6240

20 -

18 -

16 /

4-

12 /
0 0

- &

0
U 6

4 7
2

0 20 40 60 80 100 120 140 160 180 200
Weight (Ib)

Fig. I II - 10- Second-degree equation

The procedure is given in Applied Guneral Statistics, Third
Edition, by F. E. Croxton, D, 3. Cowden, and S. Klein, Prentice-Hall,
Inc., pp. 419-422.
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The standard error of estimate is calculated as before, except here
2

WO must add a term for x and take into account the loss of the addi-

tional degree of treedom. The result is that S is greater than that

obtained for the linonr rperegn equation--6,240 l 55,370, An area

bounded by I around the regression line to presented in Fig. 111- 10,

Relating . r,) the mean of the snmple y's gives a coefficient of

variation of:

$9,069

Should it be desired, a prediction inteival mry be calculated for

a value of y obtained from the estimating equation for specified values

of x and x 
2 , but for a second-degree regression th. calculation is some-

what complicated and in the present example is unlikely to add anything

to the analysis,

Insofar as measures of correlation are concerned, in curvilinear

analysis the coefficient of curvilinear correlation Is usually referred

to as the index of correlation and is denoted by the symbol -. o2 is

called the index of determination and In this example ig equal to .37,

To adjust this for degrees of freedom the fnllo'ing formula may be

used.

2 2 (n - 1) - (m - 1)
n - tr

where n, a thc n-ibcr of cccffLcirnti In Ll,% reKression equation (m - 3

in the case of second-degree regression).

Comparing the results of the statistical analysis for the second-

degree rcgression case with those obtained for the simple linear re-

gression example suggests that the second-degree regression offers no

improvement over the simple linear case. The standard error of estimate

is increased by $430 and the coefficient of variation is higher by 7

percentage points. The explain,.-d variation is higher by 5 percentage

points, but it is questionable whether such an improvement is signif cant

in a statist 'ical sense.

*This equa tion is shown in slightly different form in Methods of

Correlation and Regression Analysis, Third Edition, by M. EzekLal and

K. A. Fox, John Wiley and Sons, 1959, p. 3ou.
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Simple linear Second-degree
rexress lon regress Lon

Standard error of estimate ,5,800 S6.240

Coefficient of variation .64 ,71

Coefficirnt (ind'x) of df-er-

ttination (unadjusted) .32 .37

roefficient (index) of corre-

latitr - (unadjusted) , 1 .6.

It is conceivable when dealing with a small .sample of data that the

differences in statistical measures presentd above could be due purely

to sampling error. In this case, for example, thu difference between

two (unadjusted) coefflcents of determination is .05. A statistical

test might indicate that the chances are very small that two random

samples drawn from the assumed populatiot, would have a difference as

large as this. In other words it would seem highly unlikely that thu

observed difference could be due to sampling variation, f" this were

the case, the difference between the lknear regression and the second-

degree regression would be considered significant.

A simple test to determine whether the increi-.ental increase it|

explained variance associated with the addition of the variable x

(or any additional variable) is significant involvesi the rsie of the

statistic F An F-test indicates whether the increase in explained

vari ance is significant in relation to the remaining inexpliained vari-

arce. In thisi case:

increment of explained variance degrees of freedom
remaining unexplained variance - degrees of freedom

This can be rewritten

(r 2  -r

(I - r 7)/7

See Croxton, et al, p , h27.
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where

2 2
r r of linear regression

r2
2  r2 of 2d degree regression

As explained earlier, the degrees of freedom are generally the sample

size minus the number of parameters in the regression equation, and

this holds true for the denominator of the above expression (10-3 - 7).

In the numerator only one degree of freedom is involved, the incremental

dagree of freedom lost by adding another constant to the estimating

equation,

2
Substituting r values in the above formula-

.37 - .32 .05
(1 - .37)17 .63/7

2 .56

This falls far short of the critical F value of 5.59 (at a .05 level

of significance), indicating that the additional explained variance

is not considered significant. In other words the net increment of

explained variance associated with the introduction ofx 2 (after al-

lowance for the loss of an additional degree of freedem) is not suf-

ficient to allow us to be reasonably confident that the improvement

is not due to chance.

MULTIPLE REGRESSION ANALYSTS

Previously the simple linear regression example was extended by

2
introducing the variable x into the estimating equation. At this

point we shall go back to the simple linear case and consider some of

the possibilities in a multivariate analysis, eg.:

Most statistics texts contain an F table showing values for levels

of significance from .05 to .001. The F value of 5.59 is given for a
numerator of I degree of freedom and a denominator of 7.
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I. Introduce power or frequency into the equation.

2. Abandon weight in favor of power and frequency.

3. Use three explanatory variables, i.e., power, weight, and

frequency.

At this point, two technical considerations must be raised. The

first is a stipulation that in the multiple regression model to be

used, the explanatory variables must be non-correlated. If, for example,

weight and power output were correlated, the addition of weight would

not make a statistically significant contribution to the explanation

of cost. The inclusion of a non-significant variable is undesirable

for a very practical reason: it is almost as likely to move the result

away from an accurate estimate as toward it.

Hence, before deciding whether weight can be used in conjunction

with power output and frequency the relationship between them must be

examined. While there are statistical techniques for testing whether

or not a significant correlation exists between two variables, a simpler

procedure is to examine scatter diagrams for one plotted against the

other. From Fig. I1-1l it is clear that no association exists between

weight and frequency and very little between weight and power output.

The second consideration is that a sample of 10 will barely support

'imultaneous inferences about the effects of two explanatory variables.

'ro obtain a regression equation of satisfactory reliability with three

independent variables the sample should contain at least 20 observations.

Consequently, we shall limit our exploration here to the following

combinations ,,f variables: weight and power output, weight and fre-

quency, and power output and frequency.

The estimating equation for linear multiple rej:resslon .,nalysis

is of the form:

Z-a + bx + cy

And for the above combinations of variables the regression equations

are as follows:

[1
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C - 113,85 - .4523 W - .1308 F

C - 2.9303 + .07338 W + .004705 P

C - -.5257 + .04258 P + .02749 F

where:

C - coat F - frequency

W - weight P power output

The various statistical measures of each are compared below with those

obtained for weight alone.

Weight + Weight + Power +
Weight Frequency Power Frequency

Standard error of estimate (S) $5,800 $137,145 $6,190 $5,000

Coefficient of variation (C) .64 2.83 .68 ,55

Coefficient of determination
-2 .32 .04 .33 .56

Coefficient of correlation (R) .57 .2 .57 .75

The addition of frequency degrades the estimating relationship

tremendously, giving a coefficient of correlation close to zero, Weight

and power together are not as good as weight alone, and the only im-

provement seen is for the combination of power output and frequency.

While it would be preferable to have a lower value for C and a higher

value for R, this combination should do a somewhaL better job of pre-

dicting cost than would weight alone.

Earlier, we examined a curvilinear function with two variables.

A non-linear relationship of that type using three variables can be

examined here in an attempt to improve the reliability of the equation.

With three variables the equation would be of the form

bcz ax y
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Again making a logarithmic transforn vtion of the variables to facll-

itate computation and solving for the constant a, b, and c, we obtain

log C: -1.1933 + .5756 log P + .6085 log F

where:

C - cost

P a power output

F a frequency

or

C .00641 P. 5756 F6085

ThJs equation improves the fit considerably 4s shown by the comparison

below and is generally satisfactory on logical grounds as well since

Linear Curvilinear

Standard error of estimate (S. ±$5,000 +$3,200, - $2$370 a

Coefficient of variation (C) .55 + .35, - .26a

Coefficient (index)-of determination (R) .51 .88

Coefficier;x (index) of correlation (R) .71 .94

aValues at the sample mean ($9,060).

power and frequency should be causally related to cost. Given the

limitations inherent in a sample of 10, the above estimating relation-

ship is probably as good as can be derived.

DOCUMENTATION

Once an estimating relationship has been developed, a written

report documenting the major data, assumptions, and analytical results

is indispensable. The following guidelines for such a report are

suggested.
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1, The scope and coverage of the study and the resulting equations

should be fully and clearly described,

2. Assuming that the study has made provision for a survey of

work already performed in the area of interest (a very

desirable part of a cost research study), a summary of the

survey results should be presented.

3. The major input data used in the study should be provided.'Both the raw and adjusted data should be documented t(- the

extent feasible, This includes data for both the dependent

and independent ariables, Data should be included not only

for those cost categories and characteristics included in the

final estimating equations, but also for those major char-

acteristics which were considered but were dropped in the

analysis. Any adjustments to the raw data which are made

should be fully described and explained. The limitations and

some indication of the accuracy of the data should be pro-

vided. Since one of the outputs of a cost research study is

the data base itself it should be sufficiently described so

as to be usable in future studies.

4. The sources and dates of the data should be specifically

- -dentified,

5. Each dependent and independent variable considered in the

study should be fully and clearly defined. Unambiguous def-

initions of weapon system characteristics and cost elements

are usually considerably more involved than appears at first

glance.

6. The major dependent versus single-independent variable scatter

diagrams utilized in the study should be provided. The points

on the diagrams should be labeled to identify the particular

items.

.L.
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7. The final equations plus ether major equation form. examined

in the study should be presented along with such statistics

as the standard error, correlation coefficient, coefficlent

of variation and prediction intervals (to the extent derived)

for each equation. Any other criteria felt appropriate for

indicating the goodness of fit and piediction '-4pabilities of

the Cquattiots should bc pr vide.

8. For the major final equations, tables such as Table 111-3

should be presented which show the observed values of the

dependent variables, the estimated values, the deviations,

and the pertent deviation from the observed. The average

percent deviation for the sample should also be presented.

This not frequently used statistic i felt to provide a good

and easily understood measure of th, goodness of fit.

Table 111-3

ACTUAL AND ESTIHATED COSTS OF AIRBORNE C09*4UNICATIONS EQUIPKENT

Actual Estimated Percent
Cost Cost Deviation Deviation

-$22 200- -$13,700- -$8,500 38 -

17,300 16,000 " 1,300 - 8

11,800 17,400 + 5,600 +47

9,600 9,200 - 400 - 4

8,800 9,200 + 400 + 5

7,600 6,400 " 1,200 -16

6,800 6,900 + 100 + I

3,200 4,600 - 1,400 -44

1,700 2,000 + 300 +18

1,300 - 300 -19

Average percent deviation 20

Note, however, that this is not the function minimized when using
the least squares technique for obtaining the equation coefficients.



In addition, a scatter diagram plotting the observed versus

estimated values for the sample should be presented (see Fig.

1II'12). The points on the diagram should be labeled tn

identify the particular items.

9, The major alternative equatitns which were considered in the

study, but rejected, should be described sufficiently for the

reader to understand which were considered and why rejected,

The reader 4-tii, hv vtven owme feeling for the improvement

gained by the selection of the final recommended forms over

these other major alternatives. Alternative equations could

involve such aspects as:

25
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Fig. I II - 12-Estimated versus actual costs



a. The uge of different independent variables;

b, Different forms of the equations, e.g., linear, multiplic-

ative (ie., linear in the logs) or non-linear forms;

e. The vse of different forms of the dependent variables,

e.g,, cost per pound or cost per item;

d. The use of stratified dependent variables grouped into

sub-categories determined by such factors as ship or missile

type, weight, frequeiicy, speed regime, etc,

10. ., -. ecial methodology should be described, perhaps in an

appendix if only of specialized interest (such as a sophis-

ticated mathematical approach),

It. The methods used should be described fully and clearly, it

should be possible from the information presented in the

report for a reader to reconstruct from the same data base

(though not necessarily agree with) the results of the study,

The major assumptions, both statistical and otherwise, used

in the derivation of the equations should be explicitly stated.

12. An example to illustrate the procedure for using the final

cost-estimating relations is always helpful.

-__- LThe limitations -of_-the--flnaI equations should -to--the extent

possible, be clearly delineated and be as specific as pos-

sible, The range of characteristics over which the cstl-

mating procedure applies should be clearly stated as well

as any other restrictions on the population covered by the

equations.
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IV-. MING ESTIML EATI ONSHIPSJE

The widespread use of estimating relationships in the for'm of

simple cost factors, equations, curveS, iiograim, and rules of thumb
attests to their valtie and to the variety of situations In which they

can be helpful. Yet Jo vstiwoLing relationship con only be derived

from information on what Itam occurred in the past, and the post is not

always a reliable guide to the future, As all horseplayers know, the

favorite runs out of the money often enough to prove that an estimate

based on past performance is quite likely to be wrong. Admittedly,

t here may be other factors at work in the case of the racehorse, but

the problem remains the same as that encountered in any attempt to

predict the course of future events, i.e. , how much confidence can be

put in the prediction? This question dominates all others in any

discussion of the use of estimating relationships,

Thrqu remavrks are not intended to di'nrctate the value of est imat-

ing relationships, They comprise the most important tool in an ttf -

tot's kit and are in many cases the only tool. This being the case,

it is essential chat their limitations be understood so that they will

not-be used improperly, These limitations stem from two sources:

(1) the uncertainty inherent in ony application of statistics and

(2) the uncertainty that an estimating reLationship is applicable to

a particular article. The first pertains primarily to articles well

within the bounds of the sample on which the relationship is based and

says that uncertainty exists even here. Th, second refers to those

cases where the article in question has characteristics somewhat dif-

ferent from those of the sample. Extrapolating beyond the eample,

although universelly deplortd by statisticians, is universally practiced

by cost analysts dealing wtth advanced hardware since ir most cases

it is precisely those system& outside the range of the sample that are

of interest, The question is whether the equation is relevant to the

case at hand even though good statistical practice would question its

use.
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tUNDERSTANDING THE ESTIMATING RELATIONSHIP

Sometimes so much emphasis is placed on statistical treatment of

the data that a fundamental point is overlooked--an estimating relation-

ship rmst be reasonable and must have predictive value.

Reasonableness can be tested in various ways--by inspection, by

simple plots, and by some fairly complicated techniques which involve

an examination of each variable over a range of possible values. In-

opection will often suffice to indicate that an estimatlng relationship

is not structurally sound. For example, the following equation resulted

from an exercise at the Air Force Institute of Technology in which stu-

dents were asked to develop cost-estimating relationships for small

missiles:

C - 8347.5 + 150.6W - 1149.IR

where

C - cost of airframe + guidance and control

W - weight (1h)

R a range (mi)

This equation fits the data very well, but it says that as range in-

creases-, cost decreases, and this intuitively seems wrong. If cost is

a function of range, we would expect the relationship to be direct

rather than inverse. To investigate further, we can choose two hypo-

thetical but reasonable values for W and R within the range of the

sample data (38.5 - 157 lb for W; 5.0 - 14.8 mi for R). As the Table

below shows, Missile A, although heavier and with greater range than

Missile B, is estimated to be the cheaper of the two. This is contrary

to most experience and suggests that a re-examination of the sample data

and the equation is in order.

Weight of Airframe +
Hypothetical Guidance and Control Estimated Coat of Airframe +

Missile b Range (mi) Guidance and Control ($)

A 50 5 11,133

B 75 10 8,153

ft
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Oometimes an estimating relationship is developed to make a par-

ticular estimate, but has no predictive value outside a very narrow

range. As an example of this, consider the following equation for

estimiting the cost of solid propellant motors for small missiles:

Cost = 1195.6 + .000003 T2

where I

I = total impulse

The equation fits the sample data very well:

Missile
Motor Observed Cost Estimated Cost

A $2600 $2660

B 1700 1693

C 1250 1265

D 1750 1781

If it were aopropriate to use statistical measures for a sample of four,

one coul' say that this relationship explains over 99 percent of the

total variance. But, note that the constant 1195.6 accounts for 94

percent of the cost of Motor C and that the cost of all motors smaller

than D will be about $1200. On the other hand, because of the 12 term,

the influence of total impulse is likely to be too pronounced for motors

larger than those in the sample.

A common method of examining the implications of an estimating re-

lationship for values outside the range of the sample is to plot a scal-

ing curve as illustrated in Fig. IV-[. The theory underlying a scaling

curve is that as an item increases in weight (or some other dimension)

the incremental cost of each additional pc;und (or square foot, watt,

horsepower, etc.) will decrease or increase in some predi.ctable way.

Thus, in Fig, IV-l the cost per pooind of at: electrical power suLrystem in

a manned spacecraft decreases from about $4200 to $1400 as the total weight

Scaling curves may be plotted on either arithmetic or logarithmic
graph paper as shown in Fig. IV-1. Because the log-linear representation
is more convenient to work witl, this is the one generally used by co;t
analysts.
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Fig. IV-l -Scaling curve: cost per pound
versus dry weight

increases from 100 to 1000 lb. The slope of the curve is fairly steep,

and if the curve were extended to the right, one might expect to see

some flattening. Eventually, the CL might become completely flat

when no more economies of scale can b, reii ;ed, but it is unlikely

--Lhat- the slope would ever become posi L-V.

Now examine Fig. IV-2 where total impulse is plotted against cost

per pound-second based on values obtained from the estimating relation-

ship above. Two differences are immediately seen. First, the left-

hand portion of the curve is unusually steep. Second, the slope be-

comes positive when total impulse exceeds about 24,000 lb-sec. In some

instances, fabcication problems increase with the size of the object

being fabricated and a positive slope may result. No such problems are

encountered in the manufacture of small solid propellant rocket motors,

however, and continued economies of scale are to be expected.

A final point to be made about Fig. IV-2 is that a more useful esti-

mating relationship could have been obtained by drawing a trend line

than by fitting a curve to the four data points. With a small sample,

it is often possible to write an equation that fits the data perfectly,

but is useless outaide the range of the sample. Statistical manipulation

of a sample this size rarely produca satisfactory results.
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Fig. IV-2-Cost per pound-second versus total impulse

A final example of the kind of error that undue reliance on sta-

tistical measures of fit may give rise to is based on an estimating

equation for aircraft airframes. Initially, an equation for estimating

airframe production labor hours was based on a sample of 44 aircraft.

It then seemed that grouping aircraft by type should give better cor-

relation, and in fact by considering bombers, fighters, trainers, etc.,

separately the average deviation between estimates and actual values

was markedly reduced. In the case of trainer aircraft, for example,

average deviation was reduced from 2U to 6 percent, and a more useful

estimating relationship obtained. In the case of fighters, however,

while average deviation was reduced from 15 to II percent, the esti-

mating equation, shown below, had a visible flaw:

Manhours/lb = 4.28 (weight) 108 (speed)'
4

The flaw is that the exponent of weight is greater than 1.0, and

this means that when speed is held constant and weight increased, the

manhours per pound of airframe weight will increase, This can be seen

in Fig. IV-3. The dashed lines show scaling curves derived from the

total sample of 44 aircraft These portray the normal relationship--
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as weight increases; hours per pound decrease. The regression equation

gives the opposite results because the general trend in fighter aircraft

Thasbeen for increased speed -to be accompanied by increasedweight, and

this causes an emphasis on the weight variable, One cannot assume,

however, that all new fighters will conform to this trend; and the equa-

tion, if used at all, would have to be used with great care.

The advice is frequently given that one should not use an esti-

mating relationship mechanically. This implies two things: (1) that

the function must be thoroughly understood and (2) that the hardware

involved must be understood as well. To illustrate the former, let us

examine an estimating relationship for direct manufacturing hours de-

rived from a sample of Navy and Air Force airframes:

74 43H 100 , 1.45W* S'
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where H,, a manufacturing labor hours required to produce the 100th

airframe,

W - gross takeoff weight (lb),

S - maximum ipeed (kn).

The multiple correlation coefficient is 0.98 and the coefficient of

variation is .016 (in logarithmic terms). Despite these very satisfac-

tory measures of fit, it is always interesting to compare the actual

hours for each airframe in the sample with those estimated by the equa-

tion to get a better understanding of how the relationship relates to

the real world. In such a comparison, as shown by the summary table

below, 33 percent of the estimates differ from the actuals by more than

20 percent, and 7 percent differ by more than 30 percent. These figures

imply that a person who has nothing to rely on but the estimating re-

lationship may or may not come up with a good estimate. However, if

Difference Between Number Percentage
Actual Hours and of of
Estimated Hours Airframes Sample

10% or less 15 56

IL-20. 3 11

21-307 7 26

3l-40Z 2 7

the poorer results can be explained in some way, the analyst is then

in a much better position to understand the strengths and weaknesses

of the equation.

Since this estimating relationship is based on gross takeoff

weight and maximum speed, an initial hypothesis to explain the varia-

tions might be that at one end of the weight or speed range or for

some combinations of weight and speed, the estimates decrease in quality.

In this case, however, as shown by Fig. IV-4, the poorer estimates are

scattered throughout the sample, thus indicating no consistent bias

because of the explanatory variables.

A second hypothesis might be that the manufacturing history of

the airframes in the sample should explain the discrepancies, and, in
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general, this hypothesis seems valid, Of the nine airframes in the

sample for which estimates differed from actuals by 20 percent or more,

several were considered "problem" airframes, that is, airframes where

the manufacturer had an abnormal number of problems in meeting weight

and/or performance specifications. Interestingly enough, these were

not aircraft in which a major state-of-the-art advance was being at-

tempted. Another cause for discrepancy was discovered to be inter-

opersion of different models of the same aircraft in a single lot--e.g.,

reconnaissance versions of a bomber were interspersed among bomber

airframes--and changes of this kind increase direct labor requirements.

The two airframes for which the estimates were the poorest, requiring

almost 40 percent less labor than the equation predicts, were vastly

different ones--a large transport and a supersonic fighter. One of

these benelited from the manufacturer's concurrent experience with a

comnercial aircraft of similar configuration. The other cannot be ex-

plained; it simply appears that the labor content of this aircraft

was unusually low.

However, while it never is possible to resolve all the uncertain-

ties, with information such as this, an estimator can feel reasonably

confident that the estimating relationship does not contain a systematic _

bias, that it should be applicable to normal production programs, and

that it provides reasonable estimates throughout the breadth of the

sample.

UNDERSTANDING THE HARDARE

This sample included aircraft with gross takeoff weights of 6,100

lb to 450,000 lb and maximum speed@ of from 300 kn to 1,200 kn. Sup-

pose a proposed new aircraft has a gross weight of 500,000 lb or a

maximum speed of 1,700 kn. Should the estimating equation be used

here? The same question could arise for an aircraft whose weight and

speed are in the sample range, but is to be fabricated by a new process

or out of a new material. Again, the estimator must decide whether

the equation is relevant or how it can be modified to be useful. All

of this points to the fact that an estimating relationship can be used

properly only by a person familiar with the type of equipment whose
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cost I& to be estimated, To say thit a person estimating the cost of

a destroyer should know something about destroyers may be a truism,

but an estimator is sometimes far removed from the actual hardware,

Further, he may be expected to provide costs for everything from air-

to-air missiles one week to a new anti-ballistic missile ays te the

next, The tendency in such a situation may be to use whatever equation

looks best without taking a detailvd loo4; to determine Ohethtr it really

is applicable or not.

To Illuatrate the problem, let us assume that a new bomber is

proposed with a gross weight of 450,000 lb and a maximum speed of

1,700 kn. The estimating equation discussed above may be inappropriate

because the speed is so far beyond the range of the sample. On the

other hand, no equation exists for aircraft in thnt me, rane.., ,.nd

an estimate is required, This may be regarded as the normal situation,

and one has no choice butto make do with what is available, In this

example, use of the equation gives 542,000 direct labor manufacturing

hours.

The next step is to compare the result with other scnewhat similar

systems to see if the estimate appears reasonable, Thus, in Lhis in-

stance one might plot hours versus gross weight for sevevral other large,

aircra-ft A FigV_5 ._The supersonic- lximbcr (SSB)-, -s .sbstanti l-y

600 - SSB

500-

400

300-

. 100-

0 I I I ... .I
0 100 200 300 400 500

Gro.s takeoff weight (thousands of lb)

Fig. IV-5 -Trend line for large aircraft
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above the trend, and this is as it should be. A 1,700-kn airframe is

going to be more difficult to build than a subsonic airframe of the

amw s izo, and lAcking any other ~inor - . ,ln .an ,stimatrm gh,., by

inclined to accept the figure of 54+2,000 hr. In this case, howverr

all the sirfraM4 in the sample :Jere fabricated almost duttrely of

aluminum, while an airframe built to withstand the heat generated by

sustained flight in the atmosphere of around Mach 3 will require a

metal such as stainless steel or titanium. The question that arises

is whether the speed variable in the equation fully accounts for this

change in technology.

One way to approach this question is to plot a second scatter

diagram, this time with speed as the independent variable. Figure IV-6

shows labor hours per pound of airframe weight plotted agginst speed

10

9

8

E
27

06

4 2 4 6 8 0 12 14 16 18 20

Mximum speed (hundreds of n nol)

Fig. IV-6--Labor hours per pound versus maximum speed

0 To F iiFl l m ii l I i



with a calculated line of best fit drawn through the scattcr, Assum-

itig an airirame weight of 125,000 lb out of a gross Weight of 4501o00 lb,

the estimate of 542,000 hr 19 equal to ie,) hr/lb of airframe which

(shown on yig, IV- as SSB 1 ) is not only belaw the Calculated trend line,

it is below any reasonable trend line that can be drawn through the

sample, At this point, we might say that wu have three estimates:

542,00) hr based on speed and weight, about 300,000 hr based on weight

alone (from Fig. IV-5) and about 925,000 hr based on speed alone (from

Fig. IV-b--7,4 hr/lb x 125,000 lb - 925,0,0 hr). More information is

ieeded to narrow this range, and although information on this subject

is something less than abundant, several experimental and prototype

aircraft have been fabricated using stainless steel and titanium,

One manufacturer, on the basis of his experience with several

prototypes, maintains that a titanium airframe requires twice the hours

of 4n aluminum airframe, This is interesting but not very helpful

information because manufacturing hours for an aluminum airframe can

vary considerably. A scct.d Indication is n're precise. An axamination

of the fragmentary data available on several different airframes with

spwada of Mach 3 and above tends to show that they rt, uir_ bout l_-__

times asinwany hours as are estimated by the estimating relationship

above. This implies 8I3,00o hr or 6. hr/lb for the sopersonic bombhr.

Thiu point is shown as SSB., (n Fig. IV-6. On the basis ot .hat is Cor-

rently known, 0is appears to be a reasonable estimate. One Could go

further, of course, and make another independent cstiwte using a dif-

ferent estifmting relationship. For most kinds of hardware, an est. i-

mator does not have this opt ion because estimating relationsh ips are

not all that plentiful. In the cast of airframes, however, a nttimbur

of equations have been devloped over the years, and it is a good

idea to use one to confirm an u.etLmate made wiLh another,

3UDGMFr?4

The need for jodgment is often ment ioitd in connection with the

use of estimatIng ri-larionships, and whlit, this need may h, (. If- cvdt

one of the probliems in the past is that there hai been too much judg-

ment and too little rellance on estimating rt lationshLps. Non probl .. i,



that; of introducing personal bias along with judgment, has ben studied

in other contexts ind the conclusions are probably applicable here, In

brief, it Appuari that a persona occupation or position strongly

influences his forecasts, Thus, one can expect to find a consistent

tandoncy toward low estimates among those persons whose best interests

are served by Low estimates, e.g., proponents of a new weapon or support

system whether in industry or government, Similarly, there are people,

again both in industry and government, whose bread is buttered on the

side of caution. As a consequence, their estimates are likely to run

higher than would be the case were they free from all external pres-

sures. (In all fairness to this latter group, however, it must be said

that overestimates are sufficiently rare to suggest that caution in not

a quality to be despised.)

The primary use of judgment should be to decide (1) whether an

estimating relationship can be used for an advanced system, and (2)

if so, what adjustments may be necessary to take into account the

impact of technology not present in the sample. Judgment is also re-

quired to decide whether the results obtained from an estiimating rela-

tionship are reasonable, This does not mean reasonable according to

some preconception of what the cost ought to be, but reasonable when .

compared to what similar hardware has cost in the past. A typical test

for reasonableness it to look at a scattergram of costs of analogous

equipment at some standard production quantity as in the sketch below.

0 - Actual equipment costs

03- Estimate of new
equipment cost

y//

Weight

The estimate of the article may be outside the trend lines of the

scattergram and still be correct, but an initial presumption exists

that a discrepancy has been discovered and this discrepancy must be

investigated. An analyst who emerges from his deliberations with an
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estimate implying that new, higher performance equipmenL can be pro-

cured for teas than cxistLng hardware knows his task is not finished.

If after some research he is convinced Lhat the estimate is correct,

he should then be prepared to explain what new development in responsible

F for the decrease in cost.

What he should not do is raise the cost arbitrarily by some percent

to make it appear more acceptable or because he has a visceral feeling

that the estimate is too low. (Visceral judgments are the province of

management and are generally occasioned by reasons somewhat removed

from those discussed here.) Judgments based on evidence of some kind

that an estimate is too high or too low are another matter, and the

only injunction to be observed is that the change by fully documented

so that: (1) che etiimate can be thoroughly understood by others, and

(2) the equations can be re-examined in the light of the new data.

m a m m a I
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V. 'ME LEARNING CURVE

For many years now it has been standard practice throughout the

aerospace industry to make use of what have been variously cailed

"learning," "progress," "improvement," or "experience" curves to pie-

dict reductions in cost as the number of items produced increases.

Th.s learning process is a phenomenon which exists in many industries;

4.ts existence has been verified by empirical data and controlled tests.

While there are several different hypotheses about he exact manner in

which this learning or cost reduction occurs, the main content cf

learning curv, theory is that each time the total quantity uf items

produced doubles, the cost per item is reduced to some constant per-

centage of its previous vahre. Alternative forms of the theory refer

to the incrementa (unit) cost of producing an Item at a given quantity

or to the average cost of producing all items up to a given quantity.

If, for example, the cost of producing the 200th unit of an item Ls 80

percent of the cost of producing the 100th item, the cost of the 400th

unit is 80 percent of the cost of the 200th, and so forth, then the

production process is said to follow an 80 percent unit learning curve,

If the average cost of producing atl 200 units is 80 percent of the

average cost of producing the first 100 units, etc., then the process

follows an 90 percent cumulative avera learning curve.

Either formulation of the theory results in an exponential function

that is linear on logar', ic grids, Figure V-I shows a unit curve for

which the reduction in cost is 20 percent with each doubling of cumula-

tive output, the upper figure showing the curve on arithmetic grids

and the lower on logarithmic grids. The arithmetic plot emphasizes

an important point--that the percencage reduction in cost in each unit

Is most pronounced for the early units. On an 10 percent curve, for

example, cost decreases to 28 percent of the original value over the

firr.. 50 units. Over the next 50 units, it declines only five more

percentage points, i.e., down to about 23 percen; of unit one cost.
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The factors that account for the decline in unit cost as cumulative

output increases are numerous and not completely inderstood. Those most

cotuonly mentioned are:

I. Job familiarization by workmen, which results from the

repetition of manufacturing operations.

2. General improvement in tool ccordination, shop

organization, and engineering liaison.

3. Development of more efficiently produced sub-

assemblies.

4. Development of more efficient parts-supply systems.

5. Development of more efficient tools.

6. Substitution of cast or forged components for

machined components.

This is not a complete list of the relevant factors, of course,
and it tends to understate the importance of the item sometimes con-

sidered the most important--labor learning. Labor cost, however,

cannot decline through experience gained by workmen unless management

also bocomes more efficient. In other words, it is also necessary for

management to organize and coordinate the work of all manufacturing

departments more efficiently so that-parts -and assemblies-will-flow

through the plant smoothly.

Labor cost is not the only element of manufacturing that declines

as cumulative output increases. A learning curve also exists for unit

materials cost. The materials category frequently includes a great

deal of purchased equipment, which in turn includes a substantial

number of engineering, tooling, and iabor hours. These hours decline

as production quantities increase, and the contractor who buys in suc-

cessive lots is ganerally able to negotiate a lower price for each lot.

Decreases in raw material costs are generally attributed to two factors:

as cumulative output increases, (i) the workmen learn to work the raw

materials more efficiently and so cut down spoilage and reduce the

rejection rate, and (2) management learns to order materials from sup-

pliers in shapes and sizes that reduce the amount of scrap that must

be shaved and cut from the pieces of sheet, bar, etc., to fabricate

the item of equipment. Substitution of forgings for machined parts

I
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also reduces the amount of scrap material. An additional factor probably

responsible to a lesser extent for the decline in materials cost is the

pricing policy of the raw material suppliers. These suppliers generally

reduce the price per pound for the various kinds of raw materials if an

order is aulficiently large. While the learning curve pertains to cost

reductions as materials are applied to successive lots and not to re-

ductiona due to volume purchases, stgrogation of the two effects is

imperfect. This accounts for some of the difference in learning curve

slopes.

A third major component of cost--overhead--also declines with

cumulative output, but as a result of the method of allocating over-

head, not because of a perceptible relationship between overhead rate

and cumulazive output. Direct labor hours per unit decline as cumu-

lative output increases and overhead is often distributed to each unit

on the basis of direct labor cost or hours. As a consequence, it is

inappropriate to talk about a learning curve for this element of cost.

THE LINEAR HYPOTHESIS

This relationship between cost and quantity may be represented by

an exponential (log-linear) equation of the form

b

where X equals cumulative production quantity. The relationship

corresponds to a unit or a cumulative average learning curve according

to whether C is the cost of the Xth unit or the average cost of the

first X units. The constant a is the cost of the first unit produced.

The exponent b which measures the slope of the learning curve, bears

a simple relationship to the constant percentage to which cost is

reduced as the quantity is doubled. If the fraction to which cost

decreases when quantity doubles is represented by .2, we have



P ° C(X) 2x

[b l oS p
log 2

For example, if the percentage reduction in cost for each doubling

of quantity is 80 percent, the corresponding value of b is:

log .80/log 2, or -.322.

If a production process follows a unit learning curve of the form
b

C = aXb , the cumulative cost of producing N units is given by

N 
b

C =aZ Xb

The cumulative average cost, A, of producing N units is then

N

N,

The relationship between the unit curve and the cumulative average

curve is shown by Fig. V-2. The relationship between A and N is not

log-linear; however, as N becomes larger, A approaches asymptotically

the value

a b
1+b

In learning curve literature the term "slope" has not only its
usual meaning but also refers to this percentage reduction, e.g., an
80 percent slope means a curve with a b value of -.322.
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which differs from the expression for unit cost only by the constant

factor, 1/(L+b). Consequently, if unit cost has been estimated at a

sufficiently large quantity, the cumulative average coat for the same

quantity may be approximated by multiplying the unit mea.ure by 1/it+b),

When a production process folLows a cumulative average curve
b

rather than a unit curve, the basic functional form is still C a ax

but con be written A - aXb wher A ii the average tost of the first X

units. The cumulative cost for producing N units is simply AN, and

the unit cost is obtained from the equation

[X 
+ b _~ (-)1b]

The relationship between a linear cumulative average curve and the

resulting unit curve 1s illustrated by Fig. V-3.

These equations may appear cumbersome to work with but in practice

much of the work involved in using learning curves has been made simpler

by the preparation of tables giving the relationship between cumulative

total, cumulative average, and unit cost for a range of slopes and

quantities. Tables V-L and V-2 give values of these equations for

selected slopes and quantities when a is equal to one. Use of more

detailed tables is recommended, but to determine approximate solutions

for values not listed, one may interpolate between given values of

quantity and slope.

To illustrate how the tables are used, assume a linear unit

curve with a slope of 95 percent. From the first row in Table V-I, it

can be seen that the cost of unit 2 is 95 percent of the cost of unit 1.

Similarly, the cost of unit 4 is 95 percent of the cost of unit 2

*Whether or not a quantity is sufficiently large so that the
asymptotic method will provide a good approximation depends on the
slope of the learning curve. For the 80 percent curve, the asynptotic

method produces an error of about 1 percent at quantity 100; for a 75
percent curve, the error at quantity 100 is almost 5 percent and does
not decrease to 1 percent until a quantity in excess of 1,000 has been

reached.

*See for example, The Experience Curves, Vol. I (67-84%) and Vol.
II (85-99%), Army Missile Command, Redstone Arsenal, Alabama (available
from the Defense Documentation Center).
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(.95 x .95 - .903). Thus, if the cost of any unit is known, the cost

of any other can be calculated from this tablt. For example, given

the value of unit 25, unit 100 cost would be obtained from the ratio

.711/.788 or .902, i.e., the 100th unit would be 90,2 percent of the

cost of unit 25.

Since the cumulative average curve I always above the unit curve,

the cumulative average cost at any given quantity will be greater than

the unit cost. As shown in Table V-i, the cumulative average coat of

unit 2 is .975 (the average of unit costs of 1.0 at unit I and .95 at

unit 2). To move quickly from the unit curve to the cumulative average

curve, a simple ratio is provided in the bottom portion of Table V-i.

It is probably fair to say that in actual practice the unit cost

t most frequently considered to be linear, but there are sufficient

exceptions to this statement to suggest that the choice is a matter

of preference rather than necessity. Once the choice is made, however,

it is of the utmost importance to apply the technique consistently.

As is evident from the example above, couoifusing one type of curve for

the other could result in large errors.

NONLINEAR HYPOTHESES

-Throughout -succeeding -seei-ions of this-chapter--it -is-assumed that -. ..

the linear hypothesis applies, i.e., that the learning curve is linear

when plotted on logarithmic grids. It must be mentioned, however,

that this is not the only possible formulation of the learning curve.

A number of studies have indicated that the curve is not linear. One

of the best known of these is the Stanford Research Institute investi-

gation of 20 World War I1 aircraft. This study proposed

as a more reliable expression of the relationship between manhour cost

and cumulative output. Here the decision to find a substitute fuuction

was apparently prompted by a visual inspection of several series that



seemed to indicatE a concavity in the unit learning curve. This con-

cavity earlv in the series has been recognized independently in other

studies.

On the other hand, it has been noted in some cames that beyond
certain values of cumulative output, both the labor and the production
cost curves develop convexities. 'Me theory of a linear unit curve
implicitly assumes that its component curves (e.g., falrieatton, sub-
assembly, and major and final assembly) are parallel to the linearII
unit curve, and this implies that the rate of learning on all produc-

tion jobs in all departments is the same. One would expect, however,

that the departmental learning curves would have differenL slopes from
each other (e.g., f.ibrication might be 90 percent; subassembly, 85 percent;

and major and final assembly, 70 percent). If thia is the case, the
sum of these curves (the unit curve) would approach as a limit the

flattest of the departmental curves.

A considerable amount of literature is available describing the

bases for and hypotheses about learning curves, and it is beyond the

scope of this chapter to attempt to cover this background material in
any detail. A list of some of the most useful reports on the subject is

appended for those interested in pursuing the matter further. For our

..-- purpose here-,- we stipulate-that the--learning curve has become a usefuL.
and accepted estimating tool, particularly in thr aerospace industry, that

the log-linear curve is the one most commonly used, and that a knowledge
of its mechanics is indispensable to persons making or using cost

estimates.

*"$Concavity"l In this context means that when viewed on log-Log

paper the curve declines at an increasingly steep slope as it moves
away from the y-axis. In the formulation C w a the curve becomes

essentially linear as X becomes large relative to b,

One subject not discussed at all concemns the effect of production
rate on unit cost. Economic theory generally holds that this relation-
ship can be described by a U-shaped function: cost declines as production
rate increases, then is insensitive to rate over some range and eventually
begins to rise again. In learning curve appl!.cations, on the other hand,
an implicit assumption is that cost is not afi,.cted by rate of output
(or that the rate is constant). Empirical evidence of the interaction
between the volume and rate effects is scanty, but for a good i llustra-
Lion of the problem see: Preston, L., and E. Keachie, "Cost Functions
and Progress Functions: An Integration," American Economic Review,
March 1964, pp. 100-107.
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PLOTTING A CURVE

The graphical representation of lea, curves involves 1hp

problem of representing the average cost fo, i lot or a complere con-

tract, since, typically, manhours or costs are not recorded by uniL.

The following sample illustrates this.

Manufacturing

Lot Units Hours per Lot

1 1-10 5,830

2 11-20 4,370

3 21-50 10,550

4 51-100 14,750

To plot a cumulative average curve from these data the cumulative

average hours at the final unit in each lot are computed, as shown be-

low. The cumulative average at the 10th unit is 583 hours; and this if

the first plot point. Successive plot points are aL the end of each

lot, since these are the points at which the cumulative average hour

figures apply.

Plot Point Manufacturing Cumulative

(Unit) Hours per Lot Computation Average Hours

10 5,830 (5,830:-10) 583

20 4,370 (10,200+20) 510

50 10,550 (20,750+50) 415

100 14,750 (35,500.100) 355

To plot the unit curve, however, it is necessary first to compute

the unit hours and then to establish plot points. The unit hours can

be taken as an average for each lot, that is:



Unit
Lot Computation Hours

1 (5,830 410) 583
2 (4,370 1O) 437
3 (10,550 + 30) 352
4 (14,750 + 50) 295

The lots can be reprcsented by these unit hour values. The

question is, where should the values be plotted? To plot at the lot

midpoint is to assume that the learning curve can be approximated by

a linear curve on arithmetic grids, but as we have seen from Fig. V-I.

this assumption only becomes reasonable after a number of units have

been produced. The effect of choosing the arithmetic midpoint as

the plot point for the first lot is illustrated in Fig. V-4. This

figure shows that for a learning curve plotted on arithmetic grids,

the area under the curve from A to the midpoint is greater than that

from the midpoint to B. Only when the algebraic midpoint is chosen,

which is somewhat to the left of the arithmetic midpoint, will the area

under the curve be equal for the two segments.

A

U
c

Midpoint

B

Cumulative unit number

Fig. V-4-Learning curve on arithmetic grids

0



/

It is the al8ebraic midpoint, then, instead of the arithmetic mid-

point through which the unit curve should be drawn for the first few

lots. This can be obtained from the following equation:

-1/b

L (1+b
K i+b - bN

where K - algebraic lot midpoint,

N2 - first unit in lot minus .5,

N1 - last unit in lot plus .5, A

L - number of units in lot,

b - slope of learning curve.

Tables allowing rapid computation of lot midpoints for specific

slopes and lot quantities are also available.* Note that this pro-

cedure assumes a knowledge of the learning curve slope. Actually,

an approximation of slope is all that is required since the results

are not very sensitive to this parameter.

Less precise, but somewhat handier than the above equation, is

the graph shown in Fig. V-5 which provides plot points for early lot

.. . -quantities of less than 100. These points represent an average of the

range obtained from 65 and 95 percent slopes. The graph in used as

follows:

1. First unit of contract lot is found on the 45-degree line.

2. The curve extending out from this line is followed to the

point on the horizontal axis which represents the last

unit of the lot.

See, for example, PAMPER (Practical Application of Mid-Points
for Exponential Regression) Tables, Army Missile Command, Redstone
Arsenal, Alabama.



-99-

100 1 i M

go
H6HH

00 x ; .. .. ..... ..... ..

6

3

Lotuitofcnr tlt

Fig V.. 5.lt .ons.o. aeaeot

.. . . . . ...



3. The plot point ts read off the vertical axis at that point,
Thus, for R fitst lot of 10 units, the plot point would be

3.75.

In practice, plot points for only the first tvo or three lots, or

only the first if that lot comprises more than about 25 units, need be

taken from the graph. For succeeding lots, the arithmetic lot midpoint

is quite adequate.

The point here is not to recommend any particular technique, but

rather to underline that the problem of how best to plot the represent-

ative unit costs for lots is important. Gross misplacement of early

points could lead to improper conclusions about the cost-quantity re-

lationships the curves are intended to represent.

VARIATIONS

The examples used earlier for illustrative purposes end to sug-

gest that data points generally fall along a straight line aE one would

expect from the linear hypothesis. The sad truth is that plots of the

type illustrated in Fig. V-6 are not unusual and that fitting a curve to

these points is more than a matter of understanding the least-squares

method of curve fitting. The types of plots seen in Fig. V-6 are common

. .. ._- enough to have been given names in the airframe industry. The "scallop"

is generally caused by a model change or some other major interruption
in the production process. The characteristic of a scallop is that an

abrupt rise in manufacturing hours is followed by a rapid decline and

the basic slope of the curve is relatively unchanged.

When a model change is sufficiently great, as in the case of the

change to the F-106 from the F-102, the result is not a scallop but

a change to a new curve. In this case, a "leveling-off" or "follow-on"

is characteristic of the initial portion of the new curve. This is

attributed to learning from a previous model that carries over and

flattens the curve during initial production. This can also occur when

production is halted for a long period or where production is transferred

to a new facility.

"Bottoming-out" is the tendency for a learning curve to flatten

at high production quantities. Intuitively, it seems reasonable that



-~~~o -upalW~

Level-off or
C~fal low-on

Bottom Ing -ou.t

Cumulative unit numbers

Fig.V-6-llustrative examples of learning curve slopes
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at some point no further learning should occur or that whatever slight

learning does occur would be offset by the effect of small changes.

And empirically it can be established that bottoming-out has Perourred

in a number of cases. There are those who argue, however, that learn-

ing can continue indefinitely, or at Least as long as the attoept is

made to obtain manhour reductions, and empirical evidence can 1e cited

to support thk# point of view. The elassie ease is probably that of

the operation involving the assembly of candy boxes where the learning

curve was found to have continued for the preceding 16 years during

which 16 million boxes were assembled by one person. The problem for

the estimator, of course, is that while bottoming-out may occur in any

given case, it is difficult to predict where it will occur. One study

found that for the sample of airframes examined it was fairly typical

for some flattening to begin at the 300th unit, but this has not been

true for many airframes in the past. The B-17 curve maintained about

a 70 percent slope out to the 6000th unit and then exhibited a toe-up.

"Toe-ups" and "toe-downs" are the names given to the rather sharp

rise. or falls in hours that sometimes occur at the end of a production

series. The upward trend has been explained as resulting from the

transfer of experienced workers to other production lines, an increase

_ i~n-the amunt-ofhandwork-as machines-asrd isasembled, -fa Lur-e-to-re-* -- - -

place or repair worn tooling at the normal rate, tool disassembly, or

from labor becoming less productive at the end of a program so as not

to work itself out of a job. Toe-downs are felt to be caused by

fewer engineering changes at the end of a production run and also by

the ability of the manufacturer to salvage certain types of items fab-

ricated in previous lots.

While the names given to these particular variations are unimpor-

tant, it is important to know that such variations occur--not occasion-

ally but frequently. In the analysis of manhour or cost data use of the

Glen E. Ghormley, "The Learning Curve," Western Industry,
September 1952,

Methods of Estimating Fixed-Wing Airframe Costs, Vol. I (Revised),
Planning Research Corporation, R-547A, April 1967.

G. H. Brower, The Learning Curve in the Airframe Industry, Air
Force Institute of Technology, Report SLSR-l8-5, 195.

.!
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unit curve reveals these variations and is generally preferred for this

reason. The cumulative average curve tends to smooth out aberrations

to such an extent that even major changes can be obscured, Figure V-7

illustreteo this, The date points are taken from a fighter aircrafL

production progrom vhich had more than its share of problems. The

solid line shows how a cumulative average curve damps out the effect

of these problems. The choice between working with the unit or the

cumulative average curve depends upon the purpos at hand. The unit

curve better describes the data and is sometimes preferred for this

100

e e
0

I I t I I I I I I i i I I lI

10 100
Cumulative unit number

Fig.V-7-Smoothing effect of cumulative average curve

a.
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reason, On the other hand the cumulative average curve L widely

preferred in predictive models because of its computational simplicity,

i.e., the cost of N items is simply the cumulative average cost of the

Nth items times N, The important point is to understand both veil

enough to be able to choose intelligently between them.

APPLICATIONS

The learning curve is used for a variety of purposes and in a

variety of contexts; and how the curve is drawn will depend on the pur-

pose and the context. In long-range planning studies, for example, the

curve must be constructed on the basis of generalized historical data

and the possible error is considerable. Empirical evidence does not

support the concept of a single slope for all fighter aircraft, all

solid propellant missiles, all spacecraft, etc. The practice, there-

fore, of assuming that manufacturing hours on the airframe will follow

an 80 percent curve (as was common for many years) or that electronic

equipment will follow, say, a 90 percent curv?, can lead to very large

estimating errors.

In regard to airframes, Table V-3 shows the slope of the manufacturing-

hour curves for 25 post-WorldWar I Air Force and Navy aircraft and

indicates that a slope steeper than 80 percent is the rule. Since the

learning-curve slopes of Table V-3 show important differences it would be

desirable to relate slope to aircraft characteristics. In a sense a

technique suggested by Planning Research Corporation does this. Sep-

arate estimating equations based on aircraft characteristics are derived

for four different production quantitiex--bO, 30, 100 and 300--and a

learning curve is developed from the estimates at these four points.

On a theoretical level, however, the concern is with those aircraft

characteristics which influence the rate of learning. In this regard

it seems reasonable to expect relatively little learning for a model

which represents a small modification over some preceding type since

the previous model would have already absorbed a considerable learning

effect. On the other hand, if an aircraft contains radically new design

features, one would expect a high initial cost followed by a rapid

c



Table V-3

LEARNING CURVES FOR MANUFACTURING
(Labor--Airframe only)

LEARNING CURVE PERCENTAGE

Aircraft
Fighter ...................... 77
Fighter ...................... 73
Fighter ...................... 74
Fighter ...................... 73
Fighter ...................... 78

Fighter ...................... 71
Fighter ...................... 74
Fighter ...................... 76
Fighter ...................... 77
Fighter ...................... 79

Fighter ...................... 82
Fighter..................... 76
Fighter .................... .. 75

. .- 7Fi-h-r-...... ... . ......_- -

Bomber ....................... 76
Bomber ....................... 73
Bomber ...................... 70
Bomber ....................... 71
Bomber ....................... 79

Cargo .................. 74
Cargo ........................ 78
Cargo ........................ 77
Cargo . .......... 75

Trainer ...................... 74
Trainer ...................... 75

Mean ........................... 75

Standard Deviation ............. 2.7

G. S. Levenson and S. M. Barro, Cost-Esti-
mating Relationships for Aircraft Airframs, The
RAND Corporation, RI-4545-PR (Abridged), Nay 1966.
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decline with increased production quantities, In other words it has

been suggested that the "newness" of an aircraft should be a major

determinant of learning-curve slope, but explicit techniques for taking

newness into account have yet to he developed.

For good estimating, then, learning curves must be established on

the basis of hislorical data relevant to the problem *t hand, They are

equally applicable to missiles, electronic equipment, aircraft, ships,

and other types of equipment, but the slopes may be quite different for

each of these, (A recent study of avionics, for example, showed slopes

ranging from 84 percent to 91 percent with a median value of 88 percent,)

If a comparison is being made between two weapon systems, one involving

aircraft and the other missiles, the learning curve slope chosen for

each could play a significant part in the total system cost comparison.

In an appendix to this chapter the effect of slight variations in slope

is shown to be much greater than is gcnerally recognized, To cite two

examples: The effect of using a 92 percent rather Lhan a 90 percent

cumulative average curve is an increase of 25 percent in the total cost

of 1,500 items, As one would guess, the situation is much worse when

steeper slopes are involved. Assuming a slope of 62 percent instead

of 60 percent results in a 42 percent overstatement of the cost of

1,500 items and a 25 percent overstatement of the cost of 100 items.

As a practical matter, errors of this type can be minimized by

originating the curve at the estimated cost of the 100th unit rather than

the first. The table below shows how this reduces the effect of a two

percent change in slope on total cost.

Change in Total Cost of
Change in Slope 1,500 Units

From 90 to 927.
Curve originated at
Unit I ............................. 25.
Unit 100 ........................... 9%

From 60. to 62.
Curve originated at

Unit 1 ............................. 42%
Unit 100 ........................... 14%

Once a few data points are available either for developmental or

production items, the situation should be better, but, as illustrated

by Fig. V-8, the first few points may be misleading. Suppose an estimator
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had been asked to estimate the cost of a large production contract after

the fabrication of the first 30 units. By fitting a curve to the ex-

isting daLa he would have projected a learning curve with about an 88

percent slope and 4t a level considerably higher than that later ex-

perienced. In such a situation it is important to realize that an

88 percent learning curve for airframe production is unlikely. In

effect, one should have some idea of what the answer should be and

differences should be investigated.

This can also be taken as an example of the small sample prcblem.

Where a learning curve is fitted to a few points, the Lorrelation may

be perfect, that is, all the points may lie on the fitted line, but the

results can still be unreliable. The points used in fitting must be

sufficiently numerous and reasonably homogeneoug with the points implied

by extending the curve to offer some statistical prcbability of success

in predicting costs.

The most important informrLin an estimator faced with the above

problem could have would be a manufacturing history of the item irvolv-

ed. Variations from the norm may be caused by particular problems,

configurations changes, or changes in manufacturing methods. In the

curve of Fig. V-8, the initially flat portion (out to the 30th airframe)

is explained by the manufacturer as being typical of the initial

-prduct on period. In this manufacturer's experience, the curve begins

to steepen when:

I. Manpower has stabilized or reached its peak,

2. The engineering configuration has stabilized, and

3. The parts flow has stabilized.

Thus, it may be preferable to explain some points and exclude them

rather than to include them and bias the curve in height or slope.

Whether or rot to include all the points depends, in addition,

on the anticipated use of the resulting curve. If a unit cost curve

that includes all costs including changes is desired, a line of best

fit through the unit plot points may be appropriate. If the curve is

to be used in negotiating a follow-on contrarct, the effect of changes

should be eliminated by constructing a curve through the lower portion

It is alao possiL- to have a segmented unit curve as implied by
Fig. V-8 and some manufacturers subscribe to this concept.
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of the plotted individual x, it points as in Fig. V-9. In effect, this

assumes that the introducti i of changes raises the hours initially

but that these decrease aF -) to the level of the original curve.

C

Cumulative unit number

Fig.V-9-Eliminating the effect of changes

Whatever the basic technique, it is important to remember that on

logarithmic grids the points at the right are much more important than

those at the left. In visually fitting a line, one should avoid the

tendency to be unduly influenced by plot points for small early lots.

Early units are often incomplete because they are used for test pur-

poses. Also, the early units are apt to include certain nonrecurring

problems incident to startup, and for this reason may be above the level

suggested by later plot points(CIR should help reduce this problem).
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APPENDIX

Assume a cumulative average cost-quantity curve of the form

A - aXb  (1)

where a is the cost of the first item produced,

X is the number of items produced,

b is an exponent that measures slope,

A is the average cost of all items produced up to and including X.

In cost-quantity curve parlance, the rate of change of cost with

respect to X is referred to as the slope (S) of the curve instead of b.

S has special meaning in that it describes the average cost of 2X items

as a fraction of the average cost of X items. As aXb represents the

average cost of X items, a(2X)b must equal the average cost of 2X items.

Thus, given the above definition, the following relationship between

b and S must hold

S=a(2X) b!a (X)b

--b-_ ___ __ _

Using logarithms to solve for b results in

b log S
log 2

Substitution of this expression for b in equation (1) results in

(lostS)
A - ax'log 2' (2)

The cumulative average cost is but an input to the calculation of

the total cost of X items which is of particular interest. It is there-

fore logical, for analytical purposes, to work with the total cost

This appendix is the work of R. L. Petruachell.
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equation itself which can be developed from the equation for the cum-

ulative average cost as follows. A, the average cost of X items, when

multiplied by X gives the total cost (T) of the same X items. This

follows from the fundamental idea of an average. Carrying out the re-

quired manipulations in symbolic form results in the following expres-

sion for T.

T - AX

and substituting equation (2) for C

T a sXlog 2/

and simplifying

+ log S
T - aX log 2) (3)

At this point, observe that changes in the value of a are reflected

in T in relative fashion. If the value of a were to increase 10 percent,

the value of T would likewi e increase 10 percent and furthermore do so

independently of the value of either X or S.

The effect of X and S on T is more complex. Rather than try to

display these effects by partial differentiation, etc., which is pos-

sible, graphics are employed exclusively. Figure V-l0 portrays the solu-

tions of equation (3) for values of S between .70 and 1.00, an a equal

to 1, and X between 10 and 400, chosen to display the varying shapes of

the different curves.

It appears that as X becomes larger, T becomes more sensitive to

changes in S. For example, a shift in S from 0.85 to 0.90 causes a

16 point change in the cost of 100 items and a 65 point change in the

cost of 400 items. Also, each of the curves levels off as S decreases

leading to the conclusion that the sensitivity of total cost to changes

in S decreases with S.

I|
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4001 40

350

300 300

250 1+Lo 7

T=rX Log 2

~200 
200__ _ _

05

150 5

100 _ 10

50

0.70 0.75 0.80 0.85 0.90 0.95 1.00
Slope (S)

Fig. V -10-Total cost versus slope
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An examination of these sensitivities in relative terms provides

some additional insights as is often the case when dimensions are re-

moved, Figure V-Il, which is largely a simplified copy of Fig. V-j,

illustrates, in part, the calculation of an index (TR) to measure the

variation in T with respect to X and S, A value of S designated SN
NNand a corresponding value of T likewise designated T N are seLeuted.

These values as the subscript implies are regarded as norms, or base

points around which variation is allowed (indicated by shift to S and

T). TR the index of relative change in T is defined as the fractional

change in T resulting from and absolute change in S, or in equation form

T- T

TR T i; (4)

N

or Ti-t lR TN

The following substitutions and simplifications result in the expres-

sion that was actually used to evaluate TR*

.. ... ~~ ~~ + ,, a\ osL / ()
logS

T i--X +_(3')

-aX\ + log 2/ -+ log S N
T N ax' lag2 (31)

TR ax + log 3 -N

log S - log SN

TR -X log 2 -1 (5)

The fact that the a's cancel out indicates that the sensitivity of TR

to S and X is independent of the value of a. Figure V-12 shows the re-

sults of solving equation (5) assuming SN - .90, .86 s S g .94, and
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Fig.V-11-The calculation of TR
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1 X 1500. The vertical axis (TR) indicates decimal fractions of

TN by which T differs. The origin at the center, allows changes both

above and below TN to be indicated, The horizontal scale (S) is simi-

larly marked, Figure V-13, V-14, and V-I present similar displays for

different values of SN . The range of S, in each case, was restricted

to SN ± 4 units thus permitting coverage of the relevant spectrum with-

out overlapping from figure to figure.

An examination of Fig. V-12 shows that the relative difference

between using an S of .90 and an S of .92 would be + 25 percent in the

total cost of 1500 items. Alternately, if an S of .89 rather than an

S of .91 had been used, the difference relative to an average S of .90

would be approximately 23 percent.

Carrying out the same kind of exercise using Fig. V-15 results in

significantly greater differences. For example, assuming an S of .62

instead of .60 results in a 42 percent overstatement of the cost of

1500 items and a 25 petcent overstatement in the cost of [00 items.

We must conclude that when using equations of this type to estimate

cost as a function of quantity, significant percentage variations in the

total cost can result from what are apparently much less significant

changes in S. In addition, the impact of a unit change in S on TR is

-inversely- prcporttonalto- -the- size of -S--
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During the 1950's thp difference between the or/iial vatiaumte

in rhe latter part of t|At decade various agencies began looking at

c t hiouries or tne major cquipwcent item involved in an atten it

to Wdenlify the reasons for the discrepancies. The problem 14 il.,

lustrated by the table below (Table VI-1). Here! for t6 s~rcraft and 6

missiles developed prior to 1958 the ratio of late extimate or actuol

cost to early estiate has been coauted and is shown -at the factor

increase.

Table VI-I , :

FACTOR INCREAZL THE PROUCTION COST OF WQUIMENT

Equipment Increase Equipment Increase

Figh te r 3.9 Creso 1.4

Fi h ter 2. 6 Cago r .5 ,

d ig h r t.o t ero 1.0

Figh ter 1.7
Missile 14.7

coatl~ to a uiateh be.2 coptled n9,4hona hefco

Fighter 1. 7leie .
Fighter 1.0
Fighter 1.0 N~~t

Mab l ile 1.
---

This table is of *or* than historical interest beceause factor

:increases are til]L being& extperienced on soom typ~s of hardware.

particulrly spacacraft. beir i procured by the governmiet. For our

purpose, the smain point of itegrest is ths reeeaf for rJ, ese ii' - s*,

the Osts, ~tim and Sul-. o, The RAND Corporatlon,
Pher P-1821, Decber 1959.

mtg .mrm2.0 C mm m 1.0

.. ... t .. a g .
mimte 1.m mm~~1.
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'J -r 4 .' C* r.wii they are due ;obd,. VI(mL-

estimatinK. If tie preoble is imply this, pt -uxably the 4iLLuwL .i

444. ,,._., 4Z. ,.rtt:- OV-. vlutl u r an be noprov. T f n h

other hand, tle problem turns out to be poor management, bad desin,

TT'-- iw e.ing ot that sort, the cost estimator can

.4do llIttl WAGept hope that the future will be bettce. A *Ludy of the

development histories of the equipment in the above table in an attempt

to answer such questions led to cne folloving r...,clusionsa

When early eStLmates are made of what it will cost to
produce or develop something new, ,he estimator typically
bases his estimate on the current design and the currgntiy
planned program for development. If he Is eatiuhting cost
of production, he gets a total cost by costing the various
components as presently conceived and aggregating those. 4

Tf he 's oftimating the cost of development, he estimates
the coat of test articles, engine. ing man-hours, etc,, as
presently plar.nsd and aggregates those. le does not specify
What performance he is associating with the particular dasign

nor does he indicate the date at which this rtrfo ance is
to be operationally available. he is imply coating a phya-
ical configuration and/or the pbyzical resources contemplated
in the current development plan.

As development proceeds, however, these Initial designs
and planA are almost invariably zhgnjed, either because of

unforeseen technicaL cifficulties that forestall meeting
pcrfor-mnce requirements, or because the cutier decides
it is essential that the equipment be modified so as to keep
pace with changing predictions of onemy capabilities, new
operational concepts, and new tach.tological possibilities.

In Prii.±ple it would be posible to factor into
two parts tUie total error in co6t ebtimates as they are pre-
pared: (i) the part dJe to errors in the coating of the
coafiguration suppiied to the cost estimator (i.e., the in-
teiui.ti error in cost estimating) and (2) the part due 6o
chauges in the confi.guration cs devetopment progresaes. In
practice It has not been possible to carry out this separa-
tion. However, it is our belief that the intrinsir errors

,, ( in costing a fixed conftguration taud to be seall relative

to the other sourc* of error0 in he coating of mos.t major
itemas cf military equipment.

• In other words, of the tvo kinds of error# ta-inttorned above,

tequremetts uncertainty, i.e., varietfons in cost estimates sta ag

Marshall and Heckling, on. cit.

iI.
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from change.s in the~ conhlgureLionboa mtdisjaelyh*4o

be responsible for the major prtLoie. of E~ctrr incrvaias. It should be

Lr#a~raicrat. heJaguar. h44 at tje arW oft 1966 ittcr**a,*d from

11 '.llu L $!* illonbecause of changes; in requ1-t.t~ anid the

fina cot wx silluncertain. Ntor Is xeqAuLrs%&#Os uflcartUtot,

-a 1taonsyjfaMrA-- h* House of RcprCsenatatiwei ayur

Off~e Bildng, rign~ly OPO.td to cost about $30 mtilion, ex-

c.*dad$1Z mllin wenfinisheJ, largely becaus. of design changes

afe1ar the orgalesia amatea eaW. While it may be iqiostible to

GliLUA& dscrpaniesoftbis kind eutirely, the Department of

Defenow has attempted to saioiialzs them by initiating the Contract

Definition Phase (CDP) for major defense con~racte A rigorous defi-

nition of requirements prior to source selection should reduce thet

it importance of this kind of uncairtainty in the future.

Cost-est1iiting unc~ertainty refers to variationa in cost astim~tes

of a system for which the configuration is essentially fixed and car,

arise for a variety of reasons:

can occur pu rel because of dif ferences between cost aalystsi in-

2. VoArietine ing coteatinatshf ase gine cst of requirecantsb

.Ia.. ..oaponmnt as a function at some variable (or variables). we usually

csnwat assuaKe that thase var~bles will predict the particular cost

with tertalziLy.

3. Cost-estiasting error can artse f-om the fact that data used

as a basis for cost analysis are themselves subject to error. Putting

it suother way. the observatforas umad in deriving coot-estimating rela-

cionships invariably contain errors--even if those data come from

carefully kept historical records.

i I iw



4. In c =sin. advanced ilitarv syst =., the cost i.ay -lvt v-ry

Oftn es rot-os mttii r' erionatips derived from poor or vl'rrnr

experience. Here. ','ne cOnnot be ver) Confid-nt that a etru% tu'tl

r#lmt*o' tht t holds rasonably wtl now will contiraua ta hold sia-

factorily tor the advanced systeem being coo[od, In tad, we f1e4;4,ul..'

of necessity have to extrapolate beyond the range of the sample or

data base from which the estimating relationmihip wee derived.

S. Udually in %*king cout eatitLaes for use in analyses lher*

comparative costs are of prima concern, the estimatas arc made in ti.rii

of constant dollars, i.e., in terms of price levels pro'.-iling An me

baat year. Reace price Level uncertainty is noc a signticant foctox.

liowever, thore are occasions when estimates for futurc ayarems may have

to 'be made in terms of price levels expected to prevail in future years.

Here tiere i obvLou&sly a potential source of error &rising from the

pooiibility that future price levels may in fact turn out differently

than originally expected.
6. !-n pcice--leV*1 factor may cauve difficulties ).f a different

nature. Sometiee, for exampli, the cost analyst may obtain data to

be used in cost aualyos., and from the source it may not be clear

whether the data are in terms of constant or currenL price levels. A

case in point is contractor data--either historical oc projev'.d.

Very of ;en contractor projections make pruv.sio ia .for posaible W4&a

rate chtnges and/or msterial price changes. To be uWee'.l fVr rurpoets

of auslycis, the anelyst should be able to dettroine the .itee used

for making thesa pr-ojected prize chiitgee. Also, with respect L4,

correcting historical data for price level changes, som error is

bo.& to arisa because of the deficiencies inherent in mO't price

indexes.

The above listing in no doubt incomplete, but it does give an

indication of the main sources of cost-estimating unccrtainty, In

the sasince of a definitive eVpirical study, tt ti difficult to say

wbLch of the sources are gen e lly of greatest relative importance.

Iz an overall context, tke following might bh singled out;



Errors In ("oIL-eatiadtiog relation~ships U
Errort in data

FPs.1fSAGS FO)R TRXATMMN Or tflCETAITY

P-oposal. for trtLen of urcatsuc incI:nlsi a& ri

kj-;ja6"u4"fiuj.Vviatr ye rule aut--not because of a

praWticStandoTo ultplya carefully worke. out cost eta~

byamfs -v oas.o h avwraga, estimate* of a certain yp of

hardwer* have been low by that amount may or may not improve the quality

of the tstimate. For example, use of an average factor for the cases

of Table Vt-i would have the followin~g results:

uber of Est imates Numnber of Estimates
Improved. Degraded,

.4fighters 5 4
Bombers 21
Cargo 22
missiles 4 2

2~tal 13

TO LMProv* the iuelitY of soma siaawts it is necessary to degrade

that of others. Meace in &.4 particular cast the cost analyst cannot

know in advance whether use of a factor will be beneficial or harmful.

Coventional statistical tools at of only limiti2d value in coping

with the problem of uncertainty in cost analysis because the occasioas

owhich they CMn be uaCd L1.torously are qvitc rare. First of all,
to derive the conventional Otatistical measurea of uncertainty, a.&.,

confidatatA intervals, prediction intervals. and the like. onae must
Vdraw a -apbocattiveaple frm adesgnatdpopulaton~ to be used

popultioi from which to draw representative sampleps. (in fact we

ametie deal with the entire universe,)

Even where saumple* of a sort can be drawn, the mine of the sample
is invsriably very smll-too or three observations, fiva or six if we

Ab



*o lucky'. Sszplw sjxz thisl mail arrtp th# oppli% bjity of Mgz

&L4LiA~ti lthor~y to tkis 11ait--ev e~ ~1 ample theory.

to the rare Inatentes where tfts obJortlamn; ahc-va can be. rtaiu-nitly

ov"COMIS e usay still 1AVSv proW,... because 01 difficulty im tustifyp

the 158LU&~ti±Of QLr.A 8LW±41 IT 4UL ', A OdLiCtA Sppit.vetiI-

For exampit, the model masy require secificotions of th, form of the

distributiou function inx the populatiou from which the sample is drawn.

We are usually not in a position to make such a 'Iesign4tion"-for. CAsMflt,

tO Make Lila aSsMpLGn Of normality. The normality assumption would

.not be so serious if the sample size were large, But &.s indicated

above, in our vork exceedingly small sample size is the rule rather

than the "~caption. O)ne possibility for dealing with this problem in

the future is to us* non-p.aeetric og- distribution-free mechods of

estimation. While these methods are still relatively aaw *xxJ the

theory not. fully devt:1oped, thot possible ussel~assa of distribution-

free method4s in the future sivould noL be overlooked.

Xn addition to this problem, other technical difticLQUI16 dke apt

to &Za. Coasider Lhe naa of a regressiou modal using the "errors

La th .6qacioax' approach--t-e.. that the estimating equation holds.

subjtct to a random 41sturbance (0~), buJt Lhat Lhe varLables coutain no

error or at least errors of relatively minor significance. A usual

specificsation oil ;k is that successiv* valu&4 of cthIs variabl* axe

mutually ind.pendent (non-autocorrolated) and Ozat j4 is ixr4ependent of

thbe "astory viriablos. Tbit asswaap~ion may be somewhot 41fLicult

to justify ini how.in54 ~tA1* evr, in deubcful case*, the

~aon-auocorr~stion a* o subjected to statistical test.

DiItibution-ftee au-thods do wot require an assumption about a
specific form of probability distribution function. Z.g., set A. M1.
Mood, Itroductionx to the Theory of _StatjsScs, ~.u 'York. Mc~rsw-Hi~l
Book Co., Inc., I o * Chap. 16.

see,$0 LRWV&UCS R. Evlein, Illiaois, *
Saw., ?etarson & CO.$ 1953, pp. 89-90. Also, see S. 1. Hiart and J. vou

ftumnn "Tabulaticm of the.Probabiliteas for ths R.atio of the Mea
Square Succasa Lye Differexxc. to the VariJace," Annlsro h thaica1
Statisticst, XIII (1942), pp. 204-214.
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be dai-Ai .c CfOW*.-.* tii COT-[ %)I t8vig m 0-

;apacv pvu e fut periornL a rum at oL *l.oania with the Cost of using

sevaai d~zorr'4*4 q W" &!LOUW, t~fx1a a ISnge-

of-values approach, to coe up with a range Qf cost estimates.

'-in~I± ~ ~~5 t e ang .tvehicle Wig~ihts, a

range Of utilizaLiou rLei, and so on. Thus we wculd hav. i seriLs of

dIAp.;aV like those sketched below. Furthex, an analyst& ot these will

indicmte the particular system characteriatica to which Lotal system

cost is sensitive and those to which tt is Inaesitive. In our aerospace

plane example, we might find that for a rouge of vehicle weights, utili-

zti n rate*, misions, and attrition and wear-out rates, the rinse of

total system cost is so great as to be meaningless. Closer sczutLny

night reveal, however, that a major part of this variation coms froum a

single system characteristic, say, mission altitude. By limitizs the

fAystem to lw-orbLt Amesions, the variation in coat might be reduced to a

range small enough to make meaningful comparisons with other systema poecible.

M;uion altitvu Vehcice weidht

This example is concerned with roquirements uncertainLy in a total

system context. it we swe Latersited only in the cost of the aerospace

plane Itself, a similar analysis could be performed to establish the

cost implicationis of changes in weLht, speed, payload in orbit, typW

of propulsiono etc. Or, if tnterest centers ou cost-estLmating unces-

taiay, one could exarnibe a rduge of matrsa I or fabricatLoa coaLs sa

in the following exaetle obre new techwlogy makes estivtLan mre

uncertain the usual.

Ttw aircraft Industry ti continually searchia for n" materials

that will bt stronger, Lighter, have i hLhar heat resieten.e, or Oiler
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4'- Otl3t' * ;vOn"64 Oval 014tst.88 n~ow used. U piesonL, boronl-ilbor

ery extasive. At ,av. Let in Lhe future, huwe eLr p Oront material

i oivs/w of intar4t tv exsmine Lhe possible effect of a new material

on cost (considaer, for example, the speculation abouL the cost of using

titanium in the Y-1ll and supersonic trenaport).

To aximine the effect subetitution of boron materials vld have

on the production coat of air:raft, a range-of-volues approach provides

more infcrmatioa than a singlo-value eatLmAte as well of ephsizLin

the uncertainty of the nubers,. In this ecampi., then, in hic.h manu-

fecturiang costs only ere considered, a range of coats is stipulated

wherever appropriate. Manufacturing coats are largely a function of

w,,4ht and for a large modern fighter aircraft are estimated to run

about $60 per pound (at the 4O0th unit). C(Zsiderable uncertainty

exists about the cost of fabricating theeaL and panels of boron, even

assuming that computer-controlled machines will be avai Lable. To allow

for thia"rtaty'we postulate a raa#* of fabcication coats, from

172/Ab to $121/lb based o n optimistic and pstaimistic predLctign of

persoits having #om experience vith fabrication of boron .Amt>OiLe.

Tha material coat is compziled of aluminum, purchased parts and

equipmti€, and boron composite. These can also be estimated -a a cost-

per-poubd bais, and for slumInum the coat shoucl be about what it is

today--$lO/lb--vlch no variation coansidered. or purchased parts and

equipmnt there I &me uncertainty about what would go on the boron

airplane, so a range of $60/lb to $I0/lb is chosen (compared with

$60/lb for 4n aLuinu aircraft). While b<ron costs are still in the

real= of conjecture, FLi. VI-l shows a pro Action of how they might dt-

crease over tim. For this example, #t hee taken the coot at three

41fterent timm*--$325/lb in 1968, $50/lb in 1974, and $25/lb in 1980--

with the expectation that the rali range of interest is comprisa. of

Lh fimzI two. The 1968 fig-re is included as a rpsmnde: of current

.1'
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reality. The manufacturing and matrial costs (in millious of dollars)

rasulting from these cost factor& are *bown below:

boron Cost High ho 1g LOW hih w

Manufecturing 2.00 1.45 2.00 1.45 2.00 1.45

Materiel 13- . ?o, 0 1 . .7 -

These ftgures show a possible range of $5.32 million to $2.02 muil-
lion, and a likely range of $3.01 million to $2.02 million. They also

show that total manufacturing cost i relatively insensitive to changes

in the coait of boron oaice this cost has declined to the $50/lb level.

The procedure iLIaaLrated above is applicable to any situation in

which coats and/or rwvuiremeats are ascertain *tud limits can be assigned

to the uncertainty with some assurance. The umjor drawback to cost-

aensitivity aslysis is inplied by this latter condition, since there

is no guarantee that In aiy given analysis *It the relevant alternatives

will be includad. Regardless of ita lisitatlo"s, cost-sensitivity

snalyis is probably one of the b"st currently available techniques

for helping deal with the uncertainty problem in estimating the cost

of equipmwnt and weapon systems. I

t Carlo Techni ues

One method proposed for dealing with uncertainty begins with the

assumption that a cost analyst can describe each input paramter with

a probability distribution. This distribution is thon treated as a wi.

theoretical population from whi"h random samples are obtained. The

methods of taking suich samples, as well as problems which rely on

these sphling techniques, are often referred to as Monte Carlo methods.

To illustrate the Woute Carlo procedure for simulating cost input

uncertainty, consi~er tne example depicted in Fig. VI-2.

*This mthod in described in ,sLtC daLil in 0 report by P. F.

Dieneason, EstimatinS Cost Uncertainty Uat9gnMoat Carlo Techniques,
7be RAND Corporation, U r,sry 1966.



-132-

Y Y

Ran omj

I:_ x o -... x

Fig.VI-2-Monte Carlo sampling

from the probability density, Y - f(z), describing the actuol (or

estimated) uivjt uncertainty, a cumulative distribution is plotted.

Next, a randem docimal between zero and o is solected from a table
of rammas dil its.. Zy projectia hor'izoutally" fromn the point or the

T-axia correspoding .o the rarAam decialsi to the cumsulative curve, we

fl-ith Lba19 vaue@-X **CC*rMpOndja to the P0141' Of LntereaeCtLo1&. Thia

value is taken hs a sample ot value of x.

The result, if this procedure is reapated nmerous time, Is a

aple of input values that approximate* the required input uncrtainty.

As see in Fig. V-3., the more repetitions, the better the simulated input

dist~ribut ion.I

I

Sample size - 130 &UWO- size- 500 Impl* size 100)

Fig. VI1-3- Simulated Input distribution



The procedure for eastimating cost uncertainty follow readily

onc &I-ltMI inu bljshve beez M=da. To ILustrats, consf-4Cr

h the f"oliaius OiMi *Limatit relationship.

wher* C , coot,

A~

P m coat per pound.

Assam the actual uzicertain.. of the input paramtere cin be represented

with proWLabli 4Lstributiona as sbown in Fig. VI-4. vith LP 1K& and H

denotit4 the lowest possible, mo t-likely, end highest poseible values.
zespectively. rurthermore, assume that these values are as fallovs:

Item L M H

Weight 75 100 125

Cost/lb 300 400 700

Weight Cost per pound

(I -

LM H L M Hi

Fig. VI -4-I nput uncertainty distributions

From the input distcibutiona, a #ample value for both the veight:

axd the coat per pound is generated by means of the Hoate Carlo tech-

nique. UsLng these two ample values, a cost is calculated. The!

procedure is repeated again and again until the nature of the output

uncertainty has been eatabitshod. Table Vt-2 sumarizes the procedure

for 1000 iteration .

vla
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Table V1- 2

t"i WKMXT CARLO SI6JLATIONI 0F COST UM WA1 a]

lurttool W P C

i1 83 405 33,615
2 L08 633 68,364

3 03 374 38,522
,4 1.01 452 45.°652

5 92 34% 1 35,604

- 00-

, __ ~1,000 -_. .

Mean Values to0 4,4 45,000

It roat the tet iif east estimites, a frequ-incy distribution as saom
to Fig. VI-5 con be preplred tCi p tray th, cost uncertainty. It i.

ilterati.iag to note that tet man value of the coat in higher thn the

tl*ngle-valoe coat eat tLAWe ($40,000}--th. product of the most-Mlikly

values for each unput factor. The difference beteen the two estimates

occurs because the uncertainty about the coat per pound to skewed to
the right. If th6 wacertainty distributio s of both kaput factor&

are symstric, the two cost estimates wo4Ad be. 1&ntical.

Afthouh this exarpLe depicts a very simple coating problem, the

tocbalques ore applicable to more relstic aitutio"s. Now ver, when

the @cope of the problez is expanded it is expedient that the coating

model be progrid for a comuter.

It must be noted th tL g the nIoote Carlo technique to esLimato

coat uncertainty tb this uona.t requires that all input poramtara be

mutually independent. With cost factor inputs, we can probably concLude

that the aaasuptioo of independence it true. ver, with system

__M
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MU&.st 1M mprf CaFai-L. Uif C~xzz w~mrs a f~mtiza Isla-

tiomskip doe exist betwen tw or more Lnputs, w can ,ttea cita4vout

the Izts8a4&4Ma4t by Lnoporsausa tie relationship wl to

the cosc model; ot LI the problem demands, one could explore more
A

ijiiticoted techniques tar ssplLft from joint frequency diotriDuti=s.

ggst Estluete Cofidence Katn

In an entirely dLffereat approach to the problem the ALt Force

Syst Camg bn fnstitut*d a Cot Zatimete CMidcf£ e Rating (CECR),

AFlC Form 27, which attemts to escablLah subjectlve limits on the con-

OLdaaca L be placed in Aach separate segment of an estimate. e.g.,

airframe, propulsion, etc, In this procedure che estimator L asked

to assLIgn a value of from I to 5 to ocah of the followiru factors:

at mltLa and Information acc ss

Ground rules and asuamptions

Other (specify)

State of tha art

Production A periemce

Other (specify)

Item Deecr ltioa

SpeciIC&aiOU s tatus

Operating progras characteristics

Cost hethods and peta
Met&hod

Da ta

A rating of 1 on KatimtLag Time and Information AM ass, for ex-

ole, missa "there wis cauleta *cc*&* to avaLiabI. data needed to coar

D. J. flthev, "Frequecy Diatribution of Deviation from srII and

Rereaaiom Lines % Se"Iss from o Mlti-variate Normal Populatiou,"
he .Aemalo of NathatCua l Ptattutias, Vol. 17, 196.

DescrLbed in A73CL 173-1A, Atcachente 3-8 thr2uSh 3-14.

_II_.. .__I.II___i 
I

___- i_•___. .I i I I I_____"_I__II__II__II __I_ I__III__Ii__iI
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t his item and ther.t was AMple time to thorou&ghiy research the#* sources." I
A rating of 5, un the other han I. implies that "the dmjnaUtn source of

VV.-ertLAnSy has teen the completely tiAdcats r2;&%L ui 4ime provlded

to ~ ~ ~ - ask the,. lktmr *n/rIlzlack oi Access to Useful data

I Lhi ratLnga assignLed to each factor a consolidated ion "
AL;A make Aznth t dlifttistm Lke O tiiMMILc mean Of the rating

ssigned to the Individual factors) which exptsses the eatLmaEoLI-Zr.%, Lu the~rj d.trm ratings A am2 al oa an *utimare of the swat likely cost, Lowor-bound cost, and 6pper-bound I "

I
coat. These upper and lover bounds presusbly ste from the uncertain-

class pteviously specified. A sample form Is shown In Fig. VL-6.

hile from an operatiovAl point of view it is not clear what the

reciilenL of an estimate 4oes ohen he is told to give the astiate

little credence, documentation at the sources and extent of uncertainty

in an stivate should be helpful. Also, the need to specify which ca-

timidto he is most uncertain about and why may spur the estimator to do

a better Job on theme items. Thus. while the AFSC CECR is still exper-

imental and cannot be evaluated empirLcally as yet, it does represent

a constructive step in the riglht direction.

Better I nformation

One better solution is smetimes feasible, givan the same cundi-

tion necessary to use cost-tensitivity and MuLe Carlo techniques,

i.e., that the area& of uncert.dinty can be defimed. This solution is

to reduce or eliminate uncertainty by obtainin better knawLedge, which

I f in effect is the purpose of the Contract Definitiou Phase o: hardvare

procurement. A careful spelling out of requirements and design spectfi-

catioas can eliminate much of the uncertainty that pei'vodes a conceptual
study. Or actual tests may be performed to obtain more knowledge, as

U a.e cese of the supersonic transport where both Boeing and Lockheed

febricai-ed a number of parts out of titanium to gain information on the

cu, of working with this metal. In that situaLion, the need co reduce

ost-astimating uncertaity imp~elled both companies to spend several

millions oT dollars. The aovernmenz cost estimator my never have the

ai

C;
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rrsourco:a for~ a sLaLLazly massive &ttack an his own pro left, but IT :
OAMPIGis insructive u~b~o..h. e. Uftertit7 c*t ba z;'~ Ir a)&El insta~c~eby exparimentation, in ot~hers b~y btLLot "gfiniLiw', ad ini

all by tngcamo4 kwwulade. Neverthalasi. the ca4utiLoav nteai mud"I.

by Tha -al OreMI8tc in~ au L.AIf FpIUj*L vi

wthor fozietsEing Lr probattly ~~1

5 TbI~r*~*ria~t 1  ~ ' -c ic c~tl-ecteristics of un~certintry wILl Almost 11
foreoeombig fturr.



I x I1Vf N.T CONTROL DATAI

THE RAND CORPORATION -

t _,_ _ _ __l_ __l - 1, • , ,

3R Pf T TITLE
- ..= :.':CTIO TO £,Ir' - COil i~

Large, J. P.

3. RF'O T DATE '  TOTAL M. Of P"AS I41oe. or RIEF.
January 19b8 153 "-1

7 CONTRACT OR GRANT M . I ONGINATORIS WCOT As&

EAHC15 -67-C-Of5 0I IM 547U-SA

$a AVAILAVIL!TY / LIMITATION NOTICE$ i9b, SPNSONWG AZENCY

Assistant Secre'ary of [ ef.nsi
ODD-i (Systems Analysis)

10. AGSTRACT 1i. KEY WORDS

This Xemorandum is tne introductory por- Cost analysis
tion of a text on the general suoJect or Cost ef1*ect'iveness stuG.P-,
cost estimating procedures being, prepared i'ost estimating relations:.i; j
at ine request of the 'Jt'firs of the As- .tatistical metboos &no
sistant Secretary of Defense (Systems processes
Analysis). >2The study discuasa the UnceraIuty
fundamental problems of estimating major Probability
equipment costs and suggests that for many
purposes, particularly for government cost
analysts, a statistical approach is the
Rost suitable. The kind of (!ta requirea
ami the adjustments needed -6 make the
data useful are discusscd in soma detail.
The use of regression analysis in deriving
cost estimating relationships Is described.
but it is emphasized taat unquestioning
use of estimating relationships obtained
in this manner cau result in serious
errors. The concepts underlying the cost-
quantity relationabip generally knovn as
the learning curve are presented along vith
instructions for its use. Finally, the
problem of uncertainty in cost estimating
is discussed, and a few suggestions for
dealing with the problem are Included,. ,

I"
I i I I I I


